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Executive Summary 

The Gigabit Testbed Initiative was a major effort by approximately forty organizations represent-
ing universities, telecommunication carriers, industry and national laboratories, and computer 
companies to create a set of very high-speed network testbeds and to explore their application to 
scientific research. This effort, funded by the National Science Foundation (NSF) and the De-
fense Advanced Research Projects Agency (DARPA), was coordinated and led by the 
Corporation for National Research Initiatives (CNRI) working closely with each of the many 
participating organizations and with the U.S. Government. The U. S. Government was also a par-
ticipating organization insofar as testbeds were established within several Government 
laboratories to explore the concepts and technologies emerging from the Initiative.  
 
Five Testbeds, named Aurora, Blanca, Casa, Nectar and Vistanet, were established and used over 
a period of several years to explore advanced networking issues, to investigate architectural al-
ternatives for gigabit networks, and to carry out a wide range of experimental applications in 
areas such as weather modeling, chemical dynamics, radiation oncology, and geophysics data 
exploration. The five testbeds were geographically distributed across the United States as shown 
in the figure below.  

The Gigabit Testbeds 
 

 

At the time the project started in 1990 there were significant barriers to achieving high perform-
ance networking, which was falling significantly behind advances in high performance 
computing. One of the major barriers was the absence of wide-area transmission facilities which 
could support gigabit research, and the lack of marketplace motivation for carriers to provide 
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such facilities. The testbed initiative specifically targeted this problem through the creation of a 
multi-dimensional research project involving carriers, applications researchers, and network 
technologists. A second (and related) barrier was the lack of commercially available high speed 
network equipment operating at rates of 622 Mbps or higher. Fortunately, several companies 
were beginning to develop such equipment and the testbed initiative helped to accelerate its de-
ployment.  
 
A key decision in the effort, therefore, was to make use of experimental technologies that were 
appropriate for gigabit networking. The emphasis was placed on fundamental systems issues in-
volved with the development of a technology base for gigabit networking rather than on test and 
evaluation of individual technologies. ATM, SONET and HIPPI were three of the technologies 
used in the program. As a result, the impetus for industry to get these technologies to market was 
greatly heightened. Many of the networks that subsequently emerged, such as the NSF-sponsored 
vBNS and the DOD-sponsored DREN, can be attributed to the success of the gigabit testbed 
program.  
 
The U.S. Government funded this effort with a total of approximately $20M over a period of ap-
proximately five years, with these funds used by CNRI primarily to fund university research 
efforts. Major contributions of transmission facilities and equipment were donated at no cost to 
the project by the carriers and computer companies, who also directly funded participating re-
searchers in some cases. The total value of industry contributions to the effort was estimated to 
be perhaps 10 or 20 times greater than the Government funding. The coordinating role of a lead 
organization, played by CNRI, was essential in helping to bridge the many gaps between the in-
dividual research projects, industry, government agencies and potential user communities. At the 
time this effort began, there did not appear to be a clearly visible path to make this kind of pro-
gress happen.  

Initiative Impacts  
In addition to the many technical contributions resulting from the testbeds, a number of non-
technical results have had major impacts for both education and industry.  
 
First and foremost was a new model for network research provided by the testbed initiative. The 
bringing together of network and application researchers, integration of the computer science and 
telecommunications communities, academia-industry-government research teams, and govern-
ment-leveraged industry funding, all part of a single, orchestrated project spanning the country, 
provided a new level of research collaboration not previously seen in this field. The Initiative 
created a community of high performance networking researchers that crossed aca-
demic/industry/government boundaries.  
 
The coupling of application and networking technology research from project inception was a 
major step forward for both new technology development and applications progress. Having ap-
plications researchers involved from the start of the project allowed networking researchers to 
obtain early feedback on their network designs from a user’s perspective, and allowed network 
performance to be evaluated using actual user traffic. Similarly, application researchers learned 
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how network performance impacted their distributed application designs through early deploy-
ment of prototype software. Perhaps most significantly, researchers could directly investigate 
networked application concepts without first waiting for the new networks to become opera-
tional, opening them to new possibilities after decades of constrained bandwidth.  
 
The collaboration of computer network researchers, who came primarily from the field of com-
puter science, and the carrier telecommunications community provided another important 
dimension of integration. The development of computer communications networks and carrier-
operated networks have historically proceeded along two separate paths with relatively little 
cross-fertilization. The testbeds allowed each community to work closely with the other, allow-
ing each to better appreciate the other’s problems and solutions and leading to new concepts of 
integrated networking and computing.  
 
From a research perspective, the testbed initiative created close collaborations among investiga-
tors from academia, government research laboratories, and industrial research laboratories. 
Participating universities included Arizona, UCBerkeley, Caltech, Carnegie-Mellon, Illinois, 
MIT, North Carolina, Pennsylvania and Wisconsin; national laboratories included Lawrence 
Berkeley Laboratory, Los Alamos National Laboratory (LANL), and JPL, and the NSF-
sponsored National Center for Supercomputer Applications, Pittsburgh Supercomputer Center, 
and San Diego Supercomputer Center, while industry research laboratories included IBM Re-
search, Bellcore, GTE Laboratories, AT&T Bell Laboratories, BellSouth Research, and MCNC. 
The collaborations also included facilities planners and engineers from the participating carriers, 
which included Bell Atlantic, BellSouth, AT&T, GTE, MCI, NYNEX, Pacific Bell and US 
West.  
 
Another important dimension of the testbed model was its funding structure, in which govern-
ment funding was used to leverage a much larger investment by industry. A major industry 
contribution was made by the carriers in the form of SONET and other transmission facilities 
within each testbed at gigabit or near-gigabit rates. The value of this contribution cannot be over-
estimated, since not only were such services otherwise non-existent at the time the project began, 
but they would have been unaffordable to the research community if they had existed under 
normal tariff conditions. By creating an opportunity for the carriers to learn about potential ap-
plications of high speed networks while at the same time benefiting from collaboration with the 
government-funded researchers in network technology experiments, the carriers were, in turn, 
willing to provide new high-speed wide-area experimental transmission facilities and equipment 
and to fund the participation of their researchers and engineers.  
 
The Initiative resulted in significant technology transfer to the commercial sector. As a direct 
result of their participation in the project, two researchers at Carnegie-Mellon University 
founded a local-area ATM switch startup company, FORE Systems. This was the first such local 
ATM company formed, and provided a major stimulus for the emergence of high speed local 
area networking products. It also introduced to the marketplace the integration of advanced net-
working concepts with advanced computing architectures used within their switch.  
 

 5



Other technology transfers included software developed to distribute and control networked ap-
plications, the HIPPI measurement device (known as Hilda) developed by MCNC as part of the 
Vistanet effort, and the HIPPI-SONET wide-area gateway developed by LANL for the Casa 
testbed. In addition, new high speed networking products were developed by industry in direct 
response to the needs of the testbeds, for example HIPPI fiber optic extenders and high speed 
user-side SONET equipment. Major technology transfers also occurred through the migration of 
students who had worked in the testbeds to industry to implement their work in company prod-
ucts.  
 
At the system level, the testbeds led directly to the formation of three statewide high speed initia-
tives undertaken by carriers participating in the testbeds. The North Carolina Information 
Highway (NCIH) was formed by BellSouth and GTE as a result of their Vistanet testbed in-
volvement to provide an ATM/ SONET network throughout the state. Similarly, the NYNET 
experimental network was formed in New York state by NYNEX as a result of their Aurora test-
bed involvement, and the California Research and Education Network (CalREN) was created by 
Pacific Bell following their Casa testbed participation.  
 
The testbed initiative also led to the early use of gigabit networking technology by the defense 
and intelligence communities for experimental networks and global-scale systems, which have 
become the foundation for a new generation of operational systems. More recently, the U.S. 
Government has begun to take steps to help create a national level wide-area Gigabit networking 
capability for the research community.  
 
The key technical areas addressed in the initiative are categorized for this report as transmission, 
switching, interworking, host I/O, network management, and applications and support tools. In 
each case, various approaches were analyzed and many were tested in detail. A condensed sum-
mary of the key investigations and findings is given at the end of the executive summary and 
elaborated on more fully in the report.  

Future Directions  
Among the barriers most often cited to the widespread deployment of very high-speed networks, 
those often cited are costs of the technology (particularly the cost of its deployment over large 
geographic areas), the regulated nature of the industry, and lack of market forces for applications 
that could make use of it and sustain its advance. Moreover, most people find it difficult to invest 
their own time or resources in a new technology until it becomes sufficiently mature that they 
can try it out and visualize what they might do with it and when they might use it.  
 
A recent National Research Council report [1] includes a summary of the major advances in the 
computing and communications fields from the beginning of time-sharing through scalable par-
allel computing, just prior to when the gigabit testbeds described in this report were producing 
their early results. Using that report’s model, the gigabit testbeds would be characterized as being 
in the early conceptual and experimental development and application phase. The first technolo-
gies were emerging and people were attempting to understand what could be done with them, 
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long before there was an understanding of what it would take to engineer and deploy the tech-
nologies on a national scale to enable new applications not yet conceived.  
 
The Gigabit Testbed Initiative produced a demonstration of what could be done in a variety of 
application areas, and it motivated people in the research community, industrial sector, and gov-
ernment to provide a foundation for follow-on activities. Within the Federal government, the 
testbed initiative was a stimulus for the following events:  
 

• The HPCCIT report on Information and Communication Futures identified high 
performance networking as a Strategic Focus.  

• The National Science and Technology Council, Committee on Computing and 
Communications held a two day workshop which produced a recommendation for 
major upgrades to networking among the HPC Centers to improve their effective-
ness, and to establish a multi-gigabit national scale testbed for pursuing more 
advanced networking and applications work.  

• The first generation of scalable networking technologies emerged based on scalable 
computing technologies.  

• The DoD HPC Modernization program initiated a major upgrade in networking fa-
cilities for their HPC sites.  

• The Advanced Technology Demonstration gigabit testbed in the Washington DC 
area was implemented.  

• The defense and intelligence communities began to experiment with higher per-
formance networks and applications.  

• The NSF Metacenter and vBNS projects were initiated.  

• The all-optical networking technology program began to produce results with the 
potential for 1000x increase in transmission capacity.  

 
To initiate the next phase of gigabit research and build on the results of the testbeds, CNRI pro-
posed that the Government continue to fund research on gigabit networks using an integrated 
experimental national gigabit testbed involving multiple carriers, with gigabit backbone links 
provided over secondary (i.e., backup) channels by the carriers at no cost and switches and ac-
cess lines paid for by the Government and participating sites. However, costs for access lines 
proved to be excessive, and at the time the Government was also unable to justify the funding 
needed for a national gigabit network capability – instead, several efforts were undertaken by the 
Government to provide lower speed networks.  
 
In the not-too-distant future, we expect the costs for accessing a national gigabit network on a 
continuing basis will be more affordable and the need for it will be more evident, particularly its 
potential for stimulating the exploration of new applications. The results of the gigabit testbed 
initiative have clearly had a major impact on breaking down the barriers to putting high perform-
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ance networking on the same kind of growth curve as high performance computing, thus ena-
bling a new generation of national and global-scale high performance systems which integrate 
networking and computing.  

Investigations and Findings  
Four distinct end-to-end network layer architectures were explored in the project. These were a 
result both of architecture component choices made by researchers after the work was underway 
and of the a priori testbed formation process. The architectures were (1) seamless WAN-LAN 
ATM and (2) seamless WANLAN PTM, both used in the Aurora testbed, (3) heterogeneous 
wide-area ATM/local-area networks, used in the Blanca, Nectar and Vistanet testbeds, and (4) 
wide-area HIPPI/SONET via local switching, used in the Casa testbed.  
 
The following summaries present highlights of the technology and applications investigations. It 
should be noted that while some efforts are specific to their architectural contexts, in many cases, 
the results can be applied to other architectures including architectures not considered in the ini-
tiative.  

Transmission  
• OC-48 SONET links were installed in four testbeds over distances of up to 2000 

km, accelerating vendor development and carrier deployment of high speed 
SONET equipment, establishing multiple-vendor SONET interconnects, enabling 
discovery and resolution of standards implementation compatibility problems, and 
providing experience with SONET error rates in an operational environment 

• Testbed researchers developed a prototype OC-12c SONET cross-connect switch 
and investigated interoperation with carrier SONET equipment, and developed OC-
3c, OC-12, and OC-12c SONET interfaces for hosts, gateways and switches; these 
activities provided important feedback to SONET chip developers 

•  Techniques for carrying variable-length packets directly over SONET were devel-
oped for use with HIPPI and other PTM technologies, with both layered and tightly 
coupled approaches explored 

• An all-optical transmission system – the first carrier deployment of this technology 
– was installed and used to interconnect ATM switches over a 300 mile distance 
using optical amplifier repeaters  

• HIPPI technology was used for many local host links and for metropolitan area 
links through the use of HIPPI extenders and optical fiber; other local link tech-
nologies included Glink and Orbit  

• Several wide-area striping approaches were investigated as a means of deriving 
622 Mbps and higher bandwidths from 155 Mbps ATM or SONET channels; con-
figurations included end-to-end ATM over SONET, LAN-WAN HIPPI over 
ATM/SONET, and LAN-WAN HIPPI and other variable-length PDUs directly 
over SONET  
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• A detailed study of striping over general ATM networks concluded that cell-based 
striping should be used. This capability can be introduced at LAN-WAN connec-
tion points in conjunction with destination host cell re-ordering and an ATM-layer 
synchronization scheme  

Switching  
• Prototype high speed ATM switches were developed (or made available) by indus-

try and deployed for experiments in several of the testbeds, supporting 622 Mbps 
end-to-end switched links using both 155 Mbps striping and single-port 622 Mbps 
operation 

• The first telco central office broadband ATM switch was installed and used for 
testbed experiments, using OC-12c links to customer premises equipment and OC-
48 trunking 

• Wide-area variable-length PTM switching was developed and deployed in the test-
beds using both IBM’s Planet technology and HIPPI switches in conjunction with 
collocated wide-area gateways 

• Both ATM and PTM technologies were developed and deployed for both local and 
desk area networking (DAN) experiments, along with the use of commercial HIPPI 
and ATM switches, which became available as a result of testbed-related work 

• A TDMA technique was developed and applied to tandem HIPPI switches to dem-
onstrate packet-based quality-of-service operation in HIPPI circuit-oriented 
switching environments, and a study of preemptive switching of variable length 
packets indicated a ten-fold reduction in processing requirements was possible rela-
tive to processor-based cell switching  

Interworking  
• Three different designs were implemented to interwork HIPPI with wide-area 

ATM networks over both SONET and all-optical transmission infrastructures; ex-
plorations included the use of 4x155 Mbps striping and non-striped 622 Mbps 
access, local HIPPI termination and wide-area HIPPI bridging; resulting transfer 
rates ranged from 370 to 450 Mbps 

• A HIPPI-SONET gateway was implemented which allowed transfer of full 800 
Mbps HIPPI rates across striped 155 Mbps wide-area SONET links; capabilities 
included variable bandwidth allocation of up to 1.2 Gbps and optional use of for-
ward error correction, with a transfer rate of 790 Mbps obtained for HIPPI traffic 
(prior to host protocol processing)  

• Seamless ATM DAN-LAN-WAN interworking was explored through implementa-
tion of interface devices which provided physical layer interfacing between 500 
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Mbps DAN Glink transmission, LAN ATM switch ports, and a wide-area striped 
155 Mbps ATM/SONET network.  

Host I/O  
• Several different testbed investigations demonstrated the feasibility of direct cell-

based ATM host connections for workstation-class computers; this work estab-
lished the basis for subsequent development of high speed ATM host interface 
chipsets by industry and provided an understanding of changes required to work-
station I/O architectures for gigabit networking 

• Variable-length PTM host interfacing was investigated for several different types 
of computers, including workstations and supercomputers; in addition to vendor-
developed HIPPI interfaces, specially developed HIPPI and general PTM interfaces 
were used to explore the distribution of high speed functionality between internal 
host architectures and I/O interface devices  

• TCP/IP investigations concluded that hardware checksumming and data-copying 
minimization were required by most testbed host architectures to realize transport 
rates of a few hundred Mbps or higher; full outboard protocol processing was ex-
plored for specialized host hardware architectures or as a workaround for existing 
software bottlenecks 

•  A 500 Mbps TCP/IP rate was achieved over a 1000-mile HIPPI/SONET link using 
Cray supercomputers, and a 516 Mbps rate measured for UDP/IP workstation-
based transport over ATM/SONET. Based on other workstation measurements, it 
was concluded that, with a 4x processing power increase (relative to the circa 1993 
DEC Alpha processor used), a 622 Mbps TCP/IP rate could be achieved using in-
ternal host protocol processing and a hardware checksum while leaving 75% of the 
host processor available for application processing  

• Measurements comparing the XTP transport protocol with TCP/IP were made us-
ing optimized software implementations on a vector Cray computer; the results 
showed TCP/IP provided greater throughput when no errors were present, but that 
XTP performed better at high error rates due to its use of a selective acknowledg-
ment mechanism  

• Presentation layer data conversions required by applications distributed over dif-
ferent supercomputers were found to be a major processing bottleneck; by 
exploiting vector processing capabilities, revisions to existing floating point con-
version software resulted in a fifty-fold increase in peak transfer rates 

•  Experiments with commercial large-scale parallel processing architectures showed 
processor interconnection performance to be a major impediment to gigabit I/O at 
the application level; an investigation of data distribution strategies led to use of a 
reshuffling algorithm to remap the distribution within the processor array for effi-
cient I/O  
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• Work on distributed shared memory (DSM) for wide-area gigabit networks re-
sulted in several latency-hiding strategies for dealing with large propagation 
delays, with relaxed cache synchronization resulting in significant performance 
improvements  

Network Management  
• In different quality-of-service investigations, a real-time end-to-end protocol suite 

was developed and successfully demonstrated using video streams over HIPPI and 
other networks, and a `broker’ approach was developed for end-to-end/network 
quality-of-service negotiations in conjunction with operating system scheduling for 
strict real-time constraints 

• An evaluation of processing requirements for wide-area quality-of-service queuing 
in ATM switches, using a variation of the “weighted fair queuing” algorithm, 
found that a factor of 8 increase in processing speed was needed to achieve 622 
Mbps port speeds relative to the i960/33MHz processor used for the experiments  

• Congestion/flow control simulation modeling was carried out using testbed appli-
cation traffic, with the results showing rapid ATM switch congestion variations and 
high cell loss rates; also, a speedup mechanism was developed for lost packet re-
covery in high delay-bandwidth product networks using TCP’s end-to-end packet 
window protocol  

• An end-to-end time window approach using switch monitoring and feedback to 
provide high speed wide-area network congestion control was developed, and per-
formance was consistent with simulation-based predictions  

• A control and monitoring subsystem was developed for real-time traffic measure-
ment and characterization using carrier-based 622 Mbps ATM equipment; the 
subsystem was used to capture medical application traffic statistics revealing that 
ATM cell traffic can be more bursty than expected, dictating larger amounts of in-
ternal switch buffering than initially thought necessary for satisfactory performance  

• A data generation and capture device for 800 Mbps HIPPI link traffic measurement 
and characterization was developed and commercialized, and was used for network 
debugging and traffic analysis; more generally, many network equipment problems 
were revealed through the use of real application traffic during testbed debugging 
phases  

Applications and Support Tools  
• Investigations using quantum chemical dynamics modeling, global climate model-

ing, and chemical process optimization modeling applications identified pipelining 
techniques and quantified speedup gains and network bandwidth requirements for 
distributed heterogeneous metacomputing using MIMD MPP, SIMD MPP, and 
vector machine architectures  
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• Most of the applications that were tested realized significant speedups when run on 
multiple machines over a very high speed network; however, a superlinear speedup 
of 3.3 was achieved using two dissimilar machines for a chemical dynamics appli-
cation; other important benefits of distributed metacomputing such as large 
software program collaboration-at-a-distance were also demonstrated, and major 
advances made in understanding how to partition application software  

• Homogeneous distributed computing was investigated for large combinatorial 
problems through development of a software system which allows rapid prototyp-
ing and execution of custom solutions on a network of workstations, with 
experiments providing a quantification of how network bandwidth impacts prob-
lem solution time  

• Several distributed applications involving human interaction in conjunction with 
large computational modeling were investigated; these included medical radiation 
therapy planning, exploration of large geophysical datasets, and remote visualiza-
tion of severe thunderstorm modeling  

• The radiation therapy planning experiments successfully demonstrated the value of 
integrating high performance networking and computing for real-world applica-
tions; other interactive investigations similarly resulted in new levels of 
visualization capability, provided new techniques for distributed application com-
munications and control, and provided important knowledge about host-related 
problems which can prevent gigabit speed operation  

• A number of software tools were developed to support distributed application pro-
gramming and execution in heterogeneous environments; these included systems 
for dynamic load balancing and checkpointing, program parallelization, communi-
cations and runtime control, collaborative visualization, and near-realtime data 
acquisition for monitoring progress and for analyzing results.  
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1 Introduction 

This report summarizes the results of the Gigabit Testbed Initiative, a project involving several 
dozen participants that ran from 1990 to 1995. The report attempts to put these results into per-
spective by providing the background, motivation, and current trends impacting the overall work. 
Detailed descriptions of context and results can be found in the final reports from each of the five 
testbeds involved in the Initiative [2-6]. 
  
The Initiative had two main goals, both of which were premised on the use of network testbeds: 
(1) to explore technologies and architectures for gigabit networking, and (2) to explore the utility 
of gigabit networks to the end user. In both cases the focus was on providing a data rate on the 
order of 1 Gbps to the end-points of a network, i.e., the points of user equipment attachment, and 
on maximizing the fraction of this rate available to a user application.  
 
A key objective of the Initiative was to carry out this research in a wide-area real-world context. 
While the technology for user-level high-speed networking capability could be directly achieved 
by researchers in a laboratory setting circa 1990, extending this context to metropolitan or wide-
area network distances at gigabit per second rates was virtually impossible, due both to the ab-
sence of wide-area transmission and switching equipment for end-user gigabit rates and to the 
lack of market motivation to procure and install such equipment by local and long-distance carri-
ers.  
 
To solve this “chicken-and-egg” problem, a collaborative effort involving both industry and the 
research communities was established by CNRI with funding from government and industry. 
NSF and ARPA jointly provided research funding for the participating universities and national 
laboratories, while carriers and commercial research laboratories provided transmission and 
switching facilities and results from their internally-funded research. Five distinct testbed col-
laborations were created. These were called Aurora, Blanca, Casa, Nectar, and Vistanet. (A sixth 
gigabit testbed called MAGIC [7] was funded by DARPA about 18 months later, but was man-
aged as a separate project and is not further described in this report.)  
 
Each testbed had a different set of research collaborators and a different overall research focus 
and objectives. At the same time, there were also common areas of research among the testbeds, 
allowing different solutions for a given problem to be explored.  
 
The remainder of this report is organized as follows. Section 2, The Starting Point, briefly de-
scribes the technical context for the project which existed in the 1989-90 timeframe. Section 3, 
Structure and Goals, gives an overview of the Initiative structure, including the participants, to-
pology and goals of each testbed. The main body of the report is contained in Section 4, 
Investigations and Findings, which brings together by technical topic the major work carried out 
in the five testbeds. Section 5, Conclusion, summarizes the impacts of the Initiative and how they 
might relate to the future of very high speed networking research. Appendix A lists reports and 
publications generated by the testbeds during the course of the project.  
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Readers are strongly encouraged to consult the testbed references and publications for more 
comprehensive and detailed discussions of testbed accomplishments. This report summarizes 
much of that work, but is by no means a complete cataloging of all efforts undertaken.  
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2 The Starting Point 

2.1 A Brief History  
Computer networking dates from the late 1960s, when affordable minicomputer technology en-
abled the implementation of wide-area packet switching networks. The Arpanet, begun in 1969 
as a research project by DARPA, provided a focal point within the U.S. for packet network tech-
nology development. In the 1970s, parallel development by DARPA of radio and satellite-based 
packet networks and TCP/IP internetworking technology resulted in the establishment of the 
Internet. The subsequent introduction and widespread use of ethernet, token ring and other LAN 
technologies in the 1980s, coupled with the expansion of the Internet by NSF to a broader user 
base, led to increasing growth and a transition of the Internet to a self-supporting operational 
status in the 1990s.  
 
Wide-area packet switching technology has from its inception made use of the telephone infra-
structure for its terrestrial links, with the packet switches forming a network overlay on the 
underlying carrier transmission system. The links were initially 50 Kbps leased lines in the origi-
nal Arpanet, progressing to 1.5 Mbps T1 lines in the NSFNET circa 1988 and 45 Mbps T3 lines 
by about 1992. Thus, at the time the gigabit testbed project began, Internet backbone speeds and 
large-user access lines were in the 50 Kbps to 1.5 Mbps range and local-area aggregate speeds 
were typically 10 Mbps or less. Individual peak user speeds ranged from about 1 Mbps for high-
end workstations to 9.6 Kbps or less for PC modem connections. 
  
The dominant application which emerged on the Arpanet once the network became usable was 
not what had been expected when the network was planned. Conceived as a vehicle for resource 
sharing among the host computers connected to the network, people-to-people communication in 
the form of email quickly came to dominate network use. The ability to have extended conversa-
tions without requiring both parties to be available at the same time, being able to send a single 
message to an arbitrarily large set of recipients, and automatically having a copy of every mes-
sage stored in a computer for future reference proved to be powerful stimuli to the network’s use, 
and is an excellent example of the unforeseen consequences of making a new technology avail-
able for experimental exploration.  
 
The computer resource sharing which did take hold was dominated by two applications-namely, 
file transfer and remote login. Applications which distributed a problem’s computation among 
computers connected to the network were also attempted and in some cases demonstrated, but 
they did not become a significant part of the original Arpanet’s use. Packetized voice experi-
ments were demonstrated over the Arpanet in the 1970s, but with limited applicability due to 
limited bandwidth and long store-and-forward transmission delays at the switches.  
 
The connection of the NSF-sponsored supercomputer centers to the Internet in the late 1980s 
provided a new impetus for networked resource sharing and resulted in an increase of activity in 
this application area, but multi-computer explorations were severely limited by network speeds.  
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2.2 State of Very High-Speed Networking in 1989-90  
Prior to the time the testbeds were being formed in 1990, very little hands-on research in gigabit 
networking was taking place. Work by carriers and equipment vendors focused primarily on 
higher transmission speeds rather than on networking. There was a good deal of interest in high-
speed networking within the research community, consisting mostly of paper studies and simula-
tions, along with laboratory work at the device level. Interest was stimulated in the 
telecommunications industry by ongoing work on the standardization of Broadband ISDN (B-
ISDN), which was intended to eventually address user data rates from about 50 Mbps upwards to 
the gigabit/s region, within the scientific community, interest in remote data visualization and 
multi-processor supercomputer-related activities was high.  
 
A few high speed technologies had emerged by 1989, most notably HIPPI and Ultranet for local 
connections between computers and peripherals. HIPPI, developed at Los Alamos National 
Laboratory (LANL), was in the process of standardization at the time by an ANSI subcommittee 
and had been demonstrated with laboratory prototypes. Ultranet was based on proprietary proto-
cols, and Ultranet products were in use at a small number of supercomputer centers and other 
installations. Both technologies provided point-to-point links between hosts at data rates of 800 
Mbps to 1 Gbps.  
 
In wide-area networking, SONET (Synchronous Optical Network) was being defined as the un-
derlying transmission technology for the U.S. portion of B-ISDN by ANSI, and its European 
counterpart SDH (Synchronous Digital Hierarchy) was undergoing standardization by the 
CCITT. SONET and SDH were designed to provide wide-area carrier transport at speeds from 
approximately 50 Mbps to 10 Gbps and higher, along with the associated monitoring and control 
functions required for reliable carrier operation. While non-standard trunks were already in op-
eration at speeds on the order of a gigabit/s, the introduction of SONET/SDH offered carriers the 
use of a scalable, all-digital standard with both flexible multiplexing and the prospect of ready 
interoperability among equipment developed by different vendors.  
 
A number of high-speed switch designs were underway at the time, most focused on ATM cell 
switching. Examples of ATM switch efforts included the Sunshine switch design at Bellcore and 
the Knockout switch design at AT&T Bell Labs. Exploration of variable length packet switching 
at gigabit speeds was also taking place, most notably by the PARIS (later renamed Planet) switch 
effort at IBM. These efforts were focused on wide-area switching environments-investigation of 
ATM for local area networking had not yet begun.  
 
Computing performance in 1990 was dominated by the vector supercomputer, with highly paral-
lel supercomputers still in the development stage. The fastest supercomputer, the CRAY-YMP, 
achieved on the order of 1-2 gigaflops in 1990, while the only commercial parallel computer 
available was the Thinking Machines Corporation CM-2. Workstations had peak speeds in the 
100 MIPS range, with PCs in about the 10 MIPS range. I/O interfaces for these machines con-
sisted mainly of 10 Mbps ethernet and other LAN technologies with similar speeds, with some 
instances of 100 Mbps FDDI beginning to appear.  
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Optical researchers were making significant laboratory advances by 1990 in the development of 
optical devices to exploit the high bandwidth inherent in optical fibers, but this area was still in a 
very early stage with respect to practical networking components. Star couplers, multiplexors, 
and dynamic tuners were some of the key optical components being explored, along with several 
all-optical local area network designs.  
 
The data networking research community had begun to focus on high-speed networking by the 
late 1980s, particularly on questions concerning protocol performance and flow/congestion con-
trol. New transport protocols such as XTP and various lightweight protocol approaches were 
being investigated through analysis, simulation, and prototyping, and a growing amount of con-
ference and journal papers were focusing on high-speed networking problems.  
 
The regulatory environment which existed in 1990, at the time the Gigabit Testbed Initiative was 
formed, was quite different from that which is now evolving. A regulated local carrier environ-
ment existed consisting of the seven regional Bell operating companies (RBOCs) along with 
some non-Bell companies such as GTE, which provided tariffed local telephone services 
throughout the U.S. Long distance services were being provided by AT&T, MCI, and Sprint in 
competition with each other. Cable television companies had not yet begun to expand their ser-
vices beyond simple residential television delivery, and direct broadcast satellite services had not 
yet been successfully established. And while some independent research and development activi-
ties had been established within some of the RBOCs, the seven regional carriers continued to 
fund Bellcore as their common R&D laboratory.  
 
With the passage of the Telecommunications Act of 1996, a more competitive telecommunica-
tions industry now seems likely. Mergers and buy-outs among the RBOCS are taking place, 
cable companies have begun to offer Internet access, and provisions for Internet telephony have 
begun to be accommodated by Internet service providers.  

2.3 Gigabit Networking Research Issues  
When the initiative began in 1990, many questions concerning high-speed networking technol-
ogy were being considered by the research community. At the same time, telephone carriers were 
struggling with the question of how big the market, if any, might be for carrier services which 
would provide a gigabit/s service to the end-user. Cost was a major concern here. Research is-
sues existed in most, if not all, areas of networking, including host I/O, switching, 
flow/congestion and other aspects of network control, operating systems, and application soft-
ware. Two major questions underlie most of these technical issues: (1) could host I/O and other 
hardware and software operate at the high speeds involved? and (2) would speed of light delays 
in WANs degrade application and protocol performance?  
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These issues can be grouped into three general sets, which are discussed separately below:  
• network issues  

• platform issues  

• application issues  

Network Issues  
A basic issue was whether existing conceptual approaches developed for lower speed networking 
would operate satisfactorily at gigabit speeds. Implementation issues were also uppermost in 
mind. For example, would a radically different protocol design allow otherwise unachievable 
low-cost implementations. However, most of the conceptual issues were driven by the fact that 
speed-of-light propagation delay across networks is constant, while data transmission times are a 
function of the transmission speed.  
 
At a data rate of 1 Gbps, it takes only one nanosecond to transmit one bit, resulting in a link 
transmission time of 10 microseconds for a 10 kilobit packet. In contrast, for the 50 Kbps link 
speeds in use when the Arpanet was first designed, the same 10 kilobit packet has a transmission 
time of 200 milliseconds. The speed-of-light propagation delay across a 1000-mile link for either 
case, on the other hand, is on the order of 10 milliseconds. The result is that, whereas in the 
Arpanet case propagation delay is more than an order of magnitude smaller than the transmission 
time, in the gigabit network the propagation time is more than three orders of magnitude larger 
than the transmission time!  
 
This difference has both positive and negative consequences. On the positive side, store-and-
forward delays introduced by packet switches and routers along an end-to-end path are directly 
related to transmission time, causing them to become very small at gigabit speeds (barring un-
usual queuing situations). This removes a major problem inherent in the early Arpanet for 
packetized voice and other traffic having low delay requirements, since at gigabit speeds the re-
sulting cumulative transmission delays effectively disappear relative to the propagation delay 
over wide-area distances.  
 
On the negative side, the very small packet transmission time means that information sent to the 
originating node for feedback control purposes may no longer be useful, since the feedback is 
still subject to the same propagation delay across the network. Most networks in place in 1990, 
and particularly the Internet, relied on window-based end-to-end feedback mechanisms for 
flow/congestion control, for example that used by the TCP protocol. At 50 Kbps, a 200 millisec-
ond packet transmission time meant that feedback from a destination node on a cross-country 
link could be returned to the sender before it had completed the transmission, causing further 
transmissions to be suppressed if necessary. At 1 Gbps, this type of short-term feedback control 
is clearly impossible for link distances of a few miles or more.  
 
The impact of this feedback delay on performance is strongly related to the statistical properties 
of user traffic. If the peak and average bandwidth requirements of individual data streams are 
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predictable over a time interval which is large relative to the network’s roundtrip propagation 
delay, then one might expect roundtrip feedback mechanisms to continue to work well. On the 
other hand, if the traffic associated with a user `session’, such as a file transfer, persists only for a 
duration comparable to or less than the roundtrip propagation time, then end-to-end feedback 
will be ineffective in controlling that stream relative to events occurring within the network 
while the stream is in progress. (And while we might look to the aggregation of large numbers of 
users to provide statistical predictability, the phenomenon of self-similar data traffic behavior has 
brought the prospect of aggregate data traffic predictability into question.)  
 
Another control function impacted by the transmission/propagation time ratio is that of call setup 
in wide-area networks using virtual circuit (VC) mechanisms, for example in ATM networks. 
The propagation factor in this case can result in a significant delay before the first packet can be 
sent relative to what would otherwise be experienced. Moreover, for cases in which the elapsed 
time from the first to last packet sent is less than the VC setup time, inefficient resource utiliza-
tion will typically result.  
 
The transmission/propagation time ratio also impacts local area technologies. The performance 
of random access networks such as ethernet is premised on this ratio being much greater than 
one, so that collisions occurring over the maximum physical extent of the network can be de-
tected at all nodes in much less than one packet transmission time. A factor of 100 increase from 
the original ethernet design rate of 10 Mbps to 1 Gbps implies that the maximum physical extent 
must be correspondingly reduced or the minimum packet size correspondingly increased, or 
some combination of the two, in order to use the original ethernet design without change.  
 
More generally, as new competing technologies such as HIPPI or all-optical networks are intro-
duced to deal explicitly with gigabit speeds, and with the prospect of still higher data rates in the 
future, issues of scalability and interoperability become increasingly important. Questions of 
whether ATM and SONET can scale independently of data rate or are in fact constrained by fac-
tors such as propagation delay, whether single-channel transmission at ever higher bit rates or 
striping over lower bit-rate multiple channels will prove more cost-effective, and how interop-
erability should best be achieved are important questions raised by the push to gigabit 
networking and beyond.  
 
Along a somewhat different dimension, the proposed use of distributed shared memory (DSM) 
as a wide-area high speed communication paradigm instead of explicit message passing raised a 
number of issues. DSM attempts to make communication among a set of networked processors 
appear the same as if they were on a single machine using shared physical memory. A high 
bandwidth is required between the machines to allow successful DSM operation, and this had 
been achieved for local area networking environments. Issues concerning the application of 
DSM to a wide-area gigabit environment included how to hide speed-of-light latency so that 
processors do not have to stop and wait for remote memory updates and how far DSM 
could/should extend into the network; for example, should DSM be supported within network 
switches? Or, at the other extreme, should it exist only above the transport layer to provide a 
shared memory API for application programmers.  
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Platform Issues  
A second set of issues concerns the ability of available computer and other technologies to sup-
port protocol processing, switching, and other networking functions at gigabit speeds. We use 
platform here very generally to mean the host computers, switching nodes internal to a network, 
routers or gateways which may be used for network interconnection, and specialized devices 
such as low level interfacing equipment.  
 
For host computers the dominant question is the amount of resources required to carry out host-
to-host and host-to-network protocol processing -- in particular, could the computers available in 
1990 support application I/O at gigabit rates, and if not at what future point might they be ex-
pected to?  
 
Because of the dominance of TCP/IP in wide-area data networking by 1990, a question fre-
quently asked was whether TCP implementations would scale to gigabit/s operation on 
workstation-class hosts. Some researchers claimed it would not scale and would have to be re-
placed by a new protocol explicitly designed for efficient high speed operation, in some cases 
using special hardware protocol engines. Others did not go to this extreme, but argued that out-
board processing devices would be required to offload the protocol processing burden from the 
host, with the outboard processing taking place either on a special host I/O board or on an exter-
nal device. Still others held that internal TCP processing at gigabit rates was not a problem if 
care was taken in its implementation, or that hardware trends would soon provide sufficient 
processing power.  
 
For network switching nodes, a key question in 1990 was whether hardware switching was re-
quired or software-based packet switching could be scaled up to handle gigabit port rates and 
multi-gigabit aggregate throughputs. Another important question was how much control process-
ing could reasonably be provided at each switch for flow/congestion control and Quality-of-
service algorithms that require per-packet or per-cell operations. Routers and gateways were sub-
ject to much the same questions as internal network switches.  
 
Switching investigations were largely focused on detailed architectural choices for fixed-size 
ATM cell switching using a hardware paradigm, with the view that the fixed size allowed cost-
effective and scalable hardware solutions. Issues concerned whether a sophisticated Batcher-
Banyan design was necessary or relatively simple crossbar approaches could be used, how much 
cell buffering was needed to avoid excessive cell loss, whether the buffers should be at the input 
ports, output ports, intermediate points within the switch structure, or some combination of these 
choices, and whether input and output port controller designs should be simple or complex.  
 
For variable-length PTM switching, issues concerned how to develop new software/hardware 
architectures to distribute per-port processing at gigabit rates while efficiently moving packets 
between ports, and how to implement network control functions within the new architectures. A 
key question was how much, if any, specialized hardware is necessary to move packets at these 
rates.  
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Other platform issues concerned the cost of achieving gigabit/s processing in specialized devices 
such as those needed for interworking different transmission technologies or for SONET cross-
connect switching, and whether it was reasonable to accomplish these functions by processing 
data streams at the full desired end-to-end rate or alternatively to stripe the aggregate rate over 
multiple lower speed channels.  
 
Software issues also existed within host platforms over and above transport and lower layer pro-
tocol processing. One set of issues concerned the operating system software used by each 
vendor, which like most platform hardware was designed primarily to support internal computa-
tion with little, if any, priority given to supporting efficient networking. In addition to questions 
concerning the environment provided by the operating system for general protocol transactions, 
an important issue concerned the introduction of multimedia services by external networks and 
whether sufficiently fast software response times could be achieved for passing real-time traffic 
between an application and the network interface.  
 
Another host platform software issue concerned the presentation layer processing required to 
translate between data formats used by different platforms, for example different floating point 
formats -- because the translation must in general be applied to each word of data being trans-
ferred, it had the potential for being a major bottleneck.  
 
Highly parallel distributed memory computer architectures which were coming into use in 1990 
presented still another set of software issues for gigabit I/O. These architectures consisted of 
hundreds or thousands of individual computing nodes, each with their own local memory, which 
communicated with each other and the external world through a hardware interconnection struc-
ture within the computer. This gave rise to a number of questions, for example whether TCP and 
other protocol processing should be done by each node or by a dedicated I/O node or both, how 
data should be gathered and disseminated between the machine I/O interfaces and each internal 
node, and how well the different hardware interconnect architectures being used could support 
gigabit I/O data rates.  

Application Issues  
The overriding application concern for host-to-host gigabit networking was what classes of ap-
plications could benefit from such high data rates and what kind of performance gains or new 
functionality could be realized.  
 
Prior to the Initiative, many people claimed to have applications needing gigabit/s rates, but most 
could not substantiate those claims quantitatively. It was the competition for participation in the 
Initiative that led to ideas for applications that required ~ Gb/s to the end user. Essentially all the 
applications which were selected had in common the need for supercomputer-class processing 
power, and these fell into two categories: ‘grand challenge’ applications in which the wall-clock 
time required to compute the desired results on a single 1990 supercomputer typically ranged 
from days to years, and interactive computations in which one or more users at remote locations 
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desired to interact with a supercomputer modeling or other computation in order to visually ex-
plore a large data space.  
 
The main issue for grand challenge applications was whether significant reductions in wall-clock 
solution time could be achieved by distributing the problem among multiple computers con-
nected over a wide-area gigabit network. Here again, speed-of-light propagation delay loomed 
large -- could remote processors exchange data over paths involving orders of magnitude larger 
delays than that experienced within a single multiprocessor computer and still maintain high 
processor utilization?  
 
While circumventing latency appeared to be a major challenge, another approach offered the 
promise of major improvements for distributed computing in spite of this problem. This was the 
prospect of partitioning an application among heterogeneous computer architectures so that dif-
ferent parts of the problem were solved on a machine best matched to its solution. For example, 
computations such as matrix diagonalizations were typically fastest on vector architectures, 
while computations such as matrix additions or multiplications were fastest on highly parallel 
scalar architectures. Depending on the amount of computation time required for the different 
parts on a single computer architecture, a heterogeneous distribution offered the possibility of 
superlinear speedups. (One definition of superlinear speedup is “an increase by more than a fac-
tor of N in effective computation speed, using N machines over a network, over that speed which 
the fastest of the N machines could have achieved by itself.”)  
 
Thus issues for this application domain included how to partition application software so as to 
maximize the resulting speedup for a given set of computers, which types of computers should 
be used for a particular solution, what computation granularities should be used and what con-
straints are imposed by the application on the granularities, and how to manage the overall 
distributed problem execution. The last question required that new software tools be developed 
to assist programmers in the application distribution, provide run-time execution control, and al-
low monitoring of solution progress.  
 
The second class of applications, interactive computations, can range from a single user interact-
ing with a remote supercomputer to a large number of collaborators sharing interactive 
visualization and control of a computation, which is itself distributed over a set of computing re-
sources as described above and which may include very large distributed datasets. An important 
issue for this application class is determining acceptable user response times, for example 100 
milliseconds or perhaps one second elapsed time to receive a full screen display in response to a 
control input. This should in general provide more relaxed user communication delay constraints 
than the first application class, since these times are large enough to not be significantly im-
pacted by propagation delay, and will also remain constant as future computation times decrease 
due to increased computing power.  
 
Other issues for remote visualization include where to generate the rendering, what form the data 
interface should take between the data generation output and the renderer, how best to provide 
platform-independent interactive control, and how to integrate multiple heterogeneous display 
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devices. For large datasets, an important issue is how to best distribute the datasets and associ-
ated computational resources, for example performing preprocessing on a computer in close 
proximity to the dataset and moving the results across the network versus moving the unproc-
essed data to remote computation points.  
 
Each of the above issues were examined in a variety of networking and application contexts and 
are described more fully in the referenced testbed reports. The investigations and findings are 
summarized in Section 4.  
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3 Structure and Goals 

3.1 Initiative Formation  
The origins of the testbed initiative date back to 1987, when CNRI submitted a proposal to NSF 
and was subsequently awarded a grant to plan a research program on very high speed networks. 
The original proposal, which involved participants from industry and the university research 
community, was written by Robert Kahn of CNRI and David Farber of the University of Penn-
sylvania. Farber later became an active researcher on the follow-on effort, while CNRI ran the 
overall initiative. As part of this planning, CNRI issued a call for white papers in October 1988. 
This call, published in the Commerce Business Daily, requested submissions in the form of white 
papers from organizations with technological capabilities relevant to very high speed network-
ing.  
 
The selection of organizations to participate in the resulting testbed effort was carried out in ac-
cordance with normal government practices. A panel of fourteen members, drawn largely from 
the government, was assembled to review the white papers and to make recommendations for 
inclusion in the program. Those recommendations formed the basis for determining the govern-
ment-funded participants. CNRI then worked with telecommunications carriers to obtain 
commitments for wide-area transmission facilities and with others in industry to develop a cohe-
sive plan for structuring the overall program.  
 
A subsequent proposal was submitted to NSF in mid-1989 for government funding of the non-
industry research participants, with the wide-area transmission facilities and industrial research 
participation to be provided by industry at no cost to the government. A Cooperative Agreement, 
funded jointly by NSF and DARPA, was awarded to CNRI later that year to carry out testbed 
research on gigabit networks. The research efforts were underway by Spring 1990. Government 
funding over the resulting five-year duration of the project totaled approximately $20M, with 
these funds used primarily for university research efforts, with total value of industry contribu-
tions over this period estimated to be perhaps 10 or 20 times greater than the Government 
funding.  

3.2 Initiative Management  
The overall effort was managed by CNRI in conjunction with NSF and DARPA program offi-
cials. Within NSF, Darleen Fisher of the CISE directorate, provided program management 
throughout the entire effort. A series of program managers, beginning with Ira Richer, were re-
sponsible for the effort at DARPA. Many others at both NSF and DARPA were also involved 
over the duration of the effort. In addition, each testbed had its own internal management struc-
ture consisting of at least one representative from each participating organization in that testbed; 
the particular form and style of internal management was left to each testbed’s discretion.  
 
The coordinating role of a lead organization, played by CNRI, was essential in helping to bridge 
the many gaps between the individual research projects, industry, government agencies and po-
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tential user communities. At the time this effort began, there did not appear to be a clearly visible 
path to make this kind of progress happen.  
 
To provide an independent critique of project goals and progress, an advisory group was formed 
by CNRI consisting of six internationally recognized experts in networking and computer appli-
cations. A different, yet similar by constituted, panel was formed by NSF to review progress 
during the second year of the project.  
 
Administrative coordination of the testbeds was carried out in part through the formation of the 
Gigabit Testbed Coordinating Committee (“Gigatcc”), made up of one to two representatives 
from each participating testbed organization and CNRI/NSF/DARPA project management. The 
Gigatcc, chaired by Professor Farber, met approximately 3-4 times per year during the course of 
the initiative. In addition, each research organization provided CNRI with quarterly material 
summarizing progress, and each testbed submitted annual reports at the completion of each of 
the first three years of the initiative. Final reports for each testbed were prepared and are being 
submitted along with this document.  
 
To encourage cross-fertilization of ideas and information sharing between the testbeds, CNRI 
held an annual three-day workshop attended by researchers and others from the five testbeds, 
plus invited attendees from government, industry, and the general networking research commu-
nity. Attendance at these workshops typically ranged from 200-300 people, and served both as a 
vehicle for information exchange among project participants and as a stimulus for the transfer of 
testbed knowledge to industry. CNRI also assisted the U.S. Government in hosting a Gigabit 
Symposium in 1991,attended by over 600 individuals and chaired by Al Vezza of MIT.  
 
A number of small inter-testbed workshops were also held during the course of the project to ad-
dress specific testbed-related topics which could especially benefit from intensive group 
discussion. A total of seven such workshops were held on the following topics: 
HIPPI/ATM/SONET interworking, gigabit TCP/ IP implementation, gigabit applications and 
support tools, and operating system issues. In addition, an online database was established at 
CNRI early in the project to make information available via the Internet to project participants 
about new vendor products relevant to gigabit networking, and to maintain a list of publications 
and reports generated by testbed researchers.  

3.3 The Testbeds  
The five testbeds were geographically located around the U.S. as shown in Figure 3-1.  
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Figure 3-1. Testbed Locations 

 

Aurora  
The original four Aurora testbed research participants were Bellcore, IBM Research, MIT, and 
Penn. Arizona was added as a research collaborator during 1992. Both Bellcore and IBM con-
tributed state-of-the-art laboratory equipment and Bellcore provided financial support to MIT 
and the University of Pennsylvania. The participating carriers were Bell Atlantic and NYNEX 
for regional connectivity and MCI for long distance links between Bell Atlantic and NYNEX 
facilities.  
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Figure 3-2. Aurora Physical Topology 

 

Four research sites were connected by carrier-provided SONET links through regional carrier 
equipment offices (the rectangles in above), using commercial SONET termination equipment at 
each research site. The research locations were Cambridge, Massachusetts; White Plains, New 
York; Morristown, New Jersey (via West Orange, N.J.), and Philadelphia, Pennsylvania. The 
facility design allowed two distinct linear topologies to be used in parallel, one for ATM experi-
ments and one for PTM experiments, as shown in Figure 3-3. 
 

Figure 3-3. Aurora Logical Topologies 

 

All the intersite physical links used SONET OC-48 2.5 Gbps transmission rates, with each link 
containing four SONET OC-12 622 Mbps full duplex logical channels. Three of these channels 
were used in the testbeds to realize the dual linear topologies shown in Figure 3-3, using manu-
ally configured SONET equipment routing connections within the carrier sites. Thus each 
research site could act as a switching point between two other sites for one of the topologies us-
ing two of the 622 Mbps channels, and as an endpoint in the other topology using the third 622 
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Mbps channel. Prototype wide-area ATM switches were provided by Bellcore, and prototype 
wide-area PTM switches were provided by IBM.  
 
The research goals of the Aurora testbed were focused on gigabit networking technology for in-
terconnecting workstation-class computers. Specific research topics included exploration of both 
ATM and PTM end-to-end wide-area switching technologies, design and evaluation of local 
ATM and PTM distribution technologies and their wide-area interworking, investigation of 
workstation interface architectures and operating system issues for gigabit networking, design 
and evaluation of wide-area control algorithms, and investigation of distributed shared memory 
for wide-area gigabit networking.  

Blanca  
Research participants in the Blanca testbed included AT&T Bell Laboratories, UCBerkeley, Illi-
nois, Lawrence Berkeley laboratory (LBL), the National Center for Supercomputing 
Applications (NCSA), and Wisconsin. AT&T provided the long distance facilities and wide-area 
ATM prototype switches. AT&T also provided portions of the local link facilities along with Pa-
cific Bell and Bell Atlantic. Astronautics was also involved during part of the work. The physical 
topology of Blanca is shown in Figure 3-4, where solid lines indicate 622 Mbps or higher data 
rate links and dashed lines indicate 45 Mbps T3 links. Approximate distances are shown in the 
figure for the high speed wide-area portion of the testbed between Wisconsin and Illinois. 
 

Figure 3-4. Blanca Topology 

 

Two separate high speed portions of Blanca were established, one connecting the Illinois-NCSA 
campus located in Urbana-Champaign with Madison, Wisconsin via Chicago using all-optical 
links, and the second, using HIPPI technology, connecting the UCBerkeley Computer Science 
department with LBL, both located in Berkeley, California. The 45 Mbps links were part of a 
lower-speed university testbed previously established by AT&T called Xunet (experimental uni-
versity network) which involved other sites besides those shown in Figure 3-4.  
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Blanca research goals included both wide-area network technology and supercomputer applica-
tions, with a strong emphasis on collaboration between the network and application researchers. 
Network technology research was focused on multimedia quality-of-service multiplexing strate-
gies, flow/congestion control, ATM fast call setup, switch control software, distributed shared 
memory latency hiding strategies, and supercomputer gigabit-rate I/O software. Applications re-
search was focused on remote visualization and collaboration for supercomputer modeling, for 
example thunderstorm modeling, and on the development of middleware software to support the 
remote visualization and collaboration involved in the applications.  

Casa  
Casa testbed research participants included Caltech, JPL, Los Alamos National Laboratory 
(LANL), and the San Diego Supercomputer Center (SDSC) in conjunction with UCLA. Addi-
tional software development support was provided by the Parasoft Corporation. The participating 
carriers were MCI, Pacific Bell and US West, each providing SONET transmission and termina-
tion equipment. The physical Casa topology was that shown in Figure 3-5, with MCI providing 
long distance SONET OC-48 2.5 Gbps links between Las Cruces, New Mexico and a junction 
point in Los Angeles, and from Los Angeles to termination equipment located at SDSC in San 
Diego. Pacific Bell provided these SONET links between Los Angeles and Pasadena to connect 
Caltech and JPL, and US West provided the link from Las Cruces to Los Alamos, New Mexico. 
The approximate distance of each major link is shown in the figure. 
 

Figure 3-5. Casa Physical Topology 

 

In Casa, the 2.5 Gbps links were divided into 16 SONET OC-3c 155 Mbps logical channels, with 
8 of these channels made available at each site to provide a 1.2 Gbps aggregate full duplex rate 
for use by the researchers. The testbed logical topology is shown in Figure 3-6. While the Los 
Angeles junction for the LANL SONET link in Figure 3-5 was much closer to Caltech than to 
SDSC, carrier provisioning considerations resulted in the continuation of this link to SDSC using 
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1.2 Gbps of the OC-48 physical link between Los Angeles and San Diego, with the other 1.2 
Gbps used to connect SDSC through Los Angeles to Caltech.  
 

Figure 3-6. Casa Logical Topology 

 

The primary focus of Casa research was on distributed heterogeneous supercomputing applica-
tions involving very large computational problems. Three representative applications were 
selected for investigation: global climate modeling, quantum chemical dynamics modeling, and 
geophysical modeling, using state-of-the-art supercomputers distributed among the sites. To sup-
port application distribution and experimentation, the Casa work included development of new 
software to provide distributed communication, execution control, and progress monitoring. Net-
work technology research also played an important role in Casa, through the development of 
gateway technology to interface local HIPPI site distribution technology to wide-area SONET 
links and to use the local HIPPI sites for wide-area PTM switching, the exploration of outboard 
protocol processing using simple interfacing protocols, and the investigation of wide-area trans-
port protocol performance at gigabit speeds.  

Nectar  
The Nectar testbed research collaborators consisted of Carnegie-Mellon University (CMU), the 
Pittsburgh Supercomputing Center (PSC), and Bellcore. The participating carrier in this testbed 
was Bell Atlantic. Nectar explored issues for wide-area gigabit networking using the physical 
testbed shown in Figure 3-7. This configuration consisted of a carrier-supplied connection be-
tween the CMU campus and the PSC with specially designed ATM/SONET transmission 
equipment located at each site. The optical transmission portion was developed by Alcatel and 
ran at 2.4 Gbps. A HIII-ATM-SONET box developed by Bellcore allowed multiple OC-3 
SONET channels to be aggregated. Each OC-3 channel contained HIPPI packets broken into 
multiple ATM cells.  
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Figure 3-7. Nectar Topology 

 

This testbed was built on a previously established testbed local to the CMU campus, which 
originally operated at speeds of 100 Mbps. Some aspects of the earlier testbed’s local networking 
architecture were carried over to the gigabit testbed, such as the use of crossbar switches for lo-
cal distribution. The gigabit testbed connectivity allowed a number of different supercomputer 
architectures located at PSC during the project to be used in conjunction with workstations and 
an experimental parallel computer located at CMU.  
 
Nectar research goals included both networking technology and distributed computation, with a 
particular focus on developing new software programming environments for general application 
classes using both supercomputers and workstations. In the network technology area, the testbed 
investigated solutions to the problem of wide-area ATM/SONET carrier network access at giga-
bit rates when different local area technologies are used, and on host I/O operating system and 
protocol issues for both workstations and highly parallel distributed memory machines. Two 
types of applications were used in the work, one for distributed heterogeneous computation of 
chemical plant process modeling and the second for distributed homogeneous computation of 
large combinatorial problems using a network of workstations.  

Vistanet  
Vistanet testbed research participants included the Computer Science and Radiation Oncology 
departments at the University of North Carolina (UNC), BellSouth Research, GTE Laboratories, 
and MCNC in conjunction with North Carolina State University (NCSU). BellSouth and GTE 
also provided financial support to the research participants plus SONET transmission facilities 
for this testbed, with the physical topology and distances involved shown in Figure 3-8. In addi-
tion, BellSouth provided a prototype ATM wide-area carrier switch in their Chapel Hill central 
office (CO) for testbed use and GTE provided a cross-current switch in their central office.  
 
The Vistanet testbed was unique in its use of ATM switching within a carrier CO. This provided 
a star switching topology in which all ATM traffic between MCNC, UNC/CS and UNC/RO was 
switched within the Chapel Hill CO. The testbed was also unique in its use of synchronous OC-
12c 622 Mbps SONET channels, rather than striping over lower speed channels, in conjunction 
with its OC-48 2.5 Gbps trunking.  
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Figure 3-8. Vistanet Topology 

 

Vistanet research goals were centered around the use of an interactive 3-D cancer radiation 
treatment planning medical application, which provided a focus for investigating a number of 
networking as well as application issues. The testbed provided connectivity between a super-
computer at MCNC, a special-purpose parallel rendering computer at UNC/CS (Computer 
Science), and a medical visualization workstation at UNC/RO (Radiation Oncology). In addition 
to investigating how to achieve interactive user response times in conjunction with the distrib-
uted computation, a specific research focus involved an exploration of new software graphics 
techniques for providing gigabit network-based interaction. Network technology goals included 
developing techniques for interfacing local networks with wide-area switched ATM/SONET at 
synchronous 622 Mbps speeds, exploring outboard protocol processing, evaluating different 
transport protocols, and investigating real-time data traffic capture and characterization using 
actual application traffic.  
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4 Investigations and Findings 

This section summarizes the testbed investigations and findings. The emphasis here is on bring-
ing together the work by topic area -- detailed individual testbed perspectives are provided in the 
final reports written by each of the testbed research organizations. The topics are:  

• transmission  

• switching  

• interworking  

• host I/O  

• network management  

• applications and support tools  

Each subsection begins with a brief summary of the investigations and findings for that area. 
Figures have been included to assist in conveying some of the information, but readers are en-
couraged to consult the individual reports for more complete expositions of the material. Specific 
references are given where a particular report or publication is especially relevant -- in other 
cases, the final report(s) for the relevant testbed or organization should be assumed as the im-
plicit reference.  
 
One of the stated project goals was to “investigate alternative architectures for gigabit network-
ing”. Because of the relatively primitive stage of gigabit technology existing at the beginning of 
the project and the experimental nature of the testbeds, this of necessity translated into investiga-
tions focused on the elements required to realize such a network, rather than on a set of 
“complete” network architectures. In fact, the rapid pace of today’s technology changes effec-
tively dictates an incremental approach to successful networking systems -- a top-down system 
design is almost assured of being overtaken by technology advances before it can be fully im-
plemented.  
 
Nevertheless, at least four distinctive end-to-end network layer architectures were used as re-
search platforms in the testbeds. This was a result both of architecture component choices made 
by researchers after the work was underway and of the a priori testbed selection process dis-
cussed in an earlier section. Figure 4-1 gives a high-level view of these end-to-end architectures.  
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Figure 4-1. Testbed Architectures 

 

Figure 4-1A, Seamless Wide-Local Area ATM, reflects one of the resulting architectures which 
was investigated in the Aurora testbed. In this case all networks use ATM cell switching and are 
interconnected without use of an IP layer. SONET is used as the underlying transmission tech-
nology for the wide area network, and in some cases also for local distribution. In other cases 
other transmission technologies are used under ATM in the local area. In addition to the usual 
notion of LANs, Aurora introduced ATM Desk Area Networks, or DANs, as part of the overall 
architecture.  
 
Figure 4-1B, Heterogeneous Wide Area ATM and Local Area technologies, shows the architec-
ture used in the Blanca, Nectar, and Vistanet testbeds. ATM is again the switching technology 
used in the wide area network, but a non-ATM technology (in these instances, HIPPI) is used for 
local area connectivity. Both bridging and gateway approaches were investigated, and wide area 
transmission included SONET and all optical infrastructures.  
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Figure 4-1C, Seamless Wide-Local Area PTM, is the Packet Transfer Mode analogue to the 
seamless ATM architecture and, like the latter, was part of the Aurora testbed work. In this case 
variable-length packets are forwarded across both the local and wide area networks, which were 
designed to operate as an integrated system.  
 
Figure 4-1D, Wide Area HIPPI via Local Switching, reflects the resulting Casa testbed architec-
ture. In this case HIPPI was used for both local and wide area switching, with SONET providing 
the wide area transmission infrastructure. The combination of one or more specially designed 
gateways at each site, in conjunction with a site’s local HIPPI switch, provided the wide area 
routing/switching structure for variable-length packet forwarding through intermediate sites.  
 
The following subsections address, by topic, the technology investigations associated with these 
architectures, along with the work on applications and the metalevel aspects of the testbeds. It 
should be noted that, while some work was specific to a particular architecture, in many cases the 
results can be applied to one or more of the other architectures of Figure 4-1 and to other archi-
tectures not considered here.  

4.1 Transmission  

Summary 
  

• OC-48 SONET links were installed in four testbeds over distances of up to 2000 
km, accelerating vendor development and carrier deployment of high speed 
SONET equipment, establishing multiple-vendor SONET interconnects, enabling 
discovery and resolution of standards implementation compatibility problems, and 
providing experience with SONET error rates in an operational environment 

• Testbed researchers developed a prototype OC-12c SONET cross-connect switch 
and investigated interoperation with carrier SONET equipment, and developed OC-
3c, OC-12, and OC-12c SONET interfaces for hosts, gateways and switches, with 
these activities providing important feedback to SONET chip developers 

• Techniques for carrying variable-length packets directly over SONET were devel-
oped for use with HIPPI and other PTM technologies, with both layered and tightly 
coupled approaches explored  

• An all-optical transmission system was installed and used to interconnect ATM 
switches over a 300 mile area using optical amplifier repeaters, and was the first 
carrier-based service deployment of this technology  

• HIPPI technology was used for many local host links and for metropolitan area 
links through the use of HIPPI extenders and optical fiber; other local link tech-
nologies included Glink and Orbit  

• Several wide area striping approaches were investigated as a means of deriving 622 
Mbps and higher bandwidths from 155 Mbps ATM or SONET channels; configu-
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rations included end-to-end ATM over SONET, LAN-WAN HIPPI over 
ATM/SONET, and LAN-WAN HIPPI and other variable-length PDUs directly 
over SONET 

• A detailed study of striping over general ATM networks concluded that cell-based 
striping should be used which can be introduced at LAN-WAN connection points, 
in conjunction with destination host cell re-ordering and an ATM-layer synchroni-
zation scheme  

 
Transmission technology was fundamental to the establishment of the gigabit testbeds. The 
emergence of SONET/SDH standards for high speed transmission over wide area optical fiber in 
the late 1980s, and of HIPPI for local high speed connectivity in the same time frame, provided 
an opportunity both to construct experimental testbed facilities using prototype equipment and to 
accelerate that equipment’s path to successful use in operational networks.  
 
While SONET and HIPPI were the dominant transmission technologies used in the testbeds, 
other technologies were also used. These included wide area all-optical links using optical ampli-
fier repeaters and new local area gigabit technologies such as Glink, which became available 
during the course of the project. 
  
An important research focus in this area was the exploration of striping techniques to derive gi-
gabit user rates from multiple lower-speed SONET channels. This was necessitated by the fact 
that most of the early SONET equipment available to the testbeds provided only 155 Mbps user 
ports – however, striping was also pursued as a research topic in its own right, since the aggrega-
tion of multiple lower speed network channels to achieve higher bandwidths becomes 
increasingly attractive as user data rate requirements increase and multichannel technologies 
such as all-optical WDM are introduced.  

4.1.1 SONET  
The testbed initiative resulted in major advances in the use of SONET technology through its use 
in four of the five testbeds, ranging from the establishment of long-distance connections span-
ning over 2000 km to its use as a local interconnect technology. The major areas of activity 
centered around establishing and using carrier-provisioned SONET links, designing and experi-
menting with customer-premises SONET access, exploring the use of striping over parallel 
SONET channels, and interworking SONET with other technologies (the last topic is discussed 
in a later section).  

Carrier-provisioned SONET Links  
To provide vendor-based SONET equipment for use in the testbeds, the participating testbed car-
riers worked together early in the project to develop specifications for the SONET equipment 
required in the two long-distance SONET-based testbeds, Aurora and Casa. At the time of this 
activity in 1990, a very limited range of equipment was available commercially from vendors, 
with minimal support for user-side interface rates above T3. The collective testbed needs for 622 
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Mbps user interfaces and unified procurement from the testbed carriers provided a major stimu-
lant to SONET equipment vendors to accelerate delivery of higher speed equipment, with the 
result that prototype and in some cases operational versions of such equipment became available 
to the testbeds in the 1992-93 time frame.  
 
The equipment which was subsequently deployed in the SONET-based testbeds operated at 2.5 
Gbps on the trunks, and had either 155 or 622 Mbps user-side interfaces. The total bandwidth 
allocated between any two endpoints within the 2.5 Gbps trunks ranged from 622 Mbps to 1.2 
Gbps, with the total endpoint rate achieved either through aggregating multiple 155 Mbps chan-
nels or through the use of synchronous 622 Mbps channels. Regenerative repeaters were used 
between termination points on the SONET links to make up optical fiber signal losses through 
digital signal recovery and amplification (Figure 4-2).  
 

Figure 4-2. SONET Signal Regeneration  

 

An area of major interest to the carriers was the potential problems which might be encountered 
when SONET equipment from different manufacturers were interconnected, in particular prob-
lems arising due to different interpretations of the SONET standard or of problems not foreseen 
by the standard developers. Both the Aurora and Casa testbeds provided an opportunity to deal 
with multi-vendor SONET equipment issues. In Aurora, the regional carriers NYNEX and Bell 
Atlantic both chose to install SONET equipment made by NEC, while MCI, the regional inter-
connect carrier, selected Northern Telecom equipment for its long-distance links. The Casa 
testbed included SONET equipment from three different vendors: Fujitsu, Northern Telecom and 
NEC. 
  
In both testbeds, the multi-vendor interconnections were handled by collocating equipment from 
each vendor within the long-distance carrier (MCI) points of presence and using the user-side 
interfaces of the equipment for the connections between them (Figure 4-3). This arrangement 
allowed a single carrier to discover and resolve interconnection issues existing between different 
vendor equipment without also needing to coordinate among different carriers.  
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Figure 4-3. SONET Multivendor Interconnect 

 

The use of different vendor equipment was highly beneficial to the goals of the testbed, for ex-
ample some differences of interpretation of the SONET standard were discovered and resolved 
through coordination between the carriers and the vendors. More generally, important experience 
was gained with the installation and operation of this new equipment and of its performance over 
both short and long distances. Valuable experience was also gained in understanding how to deal 
with errors occurring on the SONET links [4, 6].  

SONET Crossconnect  
In addition to establishing SONET links, one of the testbed research groups developed and ex-
perimented with a SONET crossconnect switch. This switch allowed on-demand interconnection 
of full 622 Mbps SONET links, using synchronous OC-12c interfaces for connection to individ-
ual OC-12c SONET links provided by a carrier for that testbed. The design for this device was 
based on prototype lower-speed SONET chips just becoming available in the 1990-1991 time-
frame, using advanced techniques to achieve synchronous 622 Mbps operation with chips 
operating individually at 155 Mbps. This activity clearly established the feasibility of building 
relatively low-cost equipment which operated with OC-12c links, and provided another valuable 
vehicle for exposing misinterpretations of or inconsistencies in the SONET standards through its 
installation and use within the Vistanet testbed.  

Customer Premises Access  

The carrier-provided equipment made OC-3c, OC-12, or OC-12c SONET interfaces available to 
testbed researchers through location of SONET termination equipment at the researcher’s sites. 
To connect to the SONET links, a number of different research groups within the testbeds devel-
oped host, gateway or on-premises switch interfaces using prototype SONET chips to carry out 
the various functions required to deal with SONET data streams such as framing and synchroni-
zation (while such chips were just becoming available in prototype form, off-the-shelf equipment 
with SONET interfaces were rare at that point in time). Since four of the five testbeds used 
SONET for long-distance transmission, this resulted in a substantial body of experience in deal-
ing with the multiple kinds of SONET interfaces made available to the testbeds.  
 
For example, the Vistanet testbed used synchronous 622 Mbps SONET user interfaces, and so 
needed to deal with the issues of interfacing to a single synchronous bit stream at that speed in 
developing gateway equipment to connect HIPPI-based hosts within the testbed to their 
ATM/SONET wide-area equipment. In the Aurora testbed, the carrier equipment provided OC-
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12 interfaces at each site-in this case each SONET user port on the carrier equipment operates at 
a 622 Mbps rate but consists of four independent 155 Mbps logical channels. In the Casa testbed, 
the carrier equipment provided multiple OC-3c 155 Mbps physical user-side interfaces, while 
prototype equipment developed for the Nectar testbed multiplexed multiple STS-3c logical 
SONET channels into a SONET OC-48 2.5 Gbps trunk.  
 
To further extend the experimentation opportunities offered by the testbeds, in many instances 
several different kinds of equipment were developed with SONET interfaces to explore differing 
approaches to dealing with particular networking problems, for example the interworking of 
other network technologies with SONET and in interfacing SONET links to different kinds of 
host architectures. These activities are discussed in more detail in their respective sections below 
on interworking and host interfacing. 

Variable-length Packets  
A major anticipated use of SONET was to carry ATM cells, and as a result methods were de-
fined for mapping ATM cells into SONET payloads as part of the international B-ISDN 
standards. More generally, the availability of ATM formatting standards circa 1990-91 allowed 
testbed equipment to be developed for ATM/SONET interfacing (with respect to an individual 
SONET channel) in a relatively straightforward manner within the testbeds. This was carried out 
in the Aurora, Nectar and Vistanet testbeds at SONET channel rates of both 155 and 622 Mbps 
through implementations associated with ATM switches, gateways, and host interfaces.  
 
The mapping of variable-length packets into SONET channels, on the other hand, had not been 
addressed prior to the testbed work. The investigation of PTM (Packet Transfer Mode) technolo-
gies in the testbeds required that techniques be developed for accomplishing PTM/SONET 
interfacing at the high data rates used in the testbeds. Two of the testbeds, Aurora and Casa, ad-
dressed this problem.  
 
In the Aurora testbed, IBM explored the use of PTM networking technology through their Planet 
PTM switch and Orbit LAN token ring technologies. Their solution to the PTM/SONET map-
ping problem, based on an optimization analysis, consisted of prefixing each packet with a 32-bit 
header containing the packet length in the first 16 bits and a CRC in the second 16 bits, with the 
CRC computed on the first 16 bits. The serial bit stream delivered by the SONET link is scanned 
for a correct CRC result, establishing the beginning of a packet; the packet length information is 
used to determine the end of the packet. This process is repeated after each packet is received, 
providing a link-level framing protocol residing above the SONET transmission layer.  
 
The Casa testbed provided a second opportunity for investigating variable-length packet opera-
tion over SONET, in this case driven by the use of HIPPI-based technology at each user site and 
a direct mapping of HIPPI packets into SONET frames for long-distance transmission over dedi-
cated SONET links. This solution, developed by LANL as part of their HIPPI-SONET gateway 
work, differs significantly from the Aurora solution in that it is tightly coupled to SONET fram-
ing. In particular, 72 bits are sent by the gateway at the beginning of each SONET Synchronous 
Payload Envelope (SPE), the part of the SONET frame which carries user data, to provide con-
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trol information to the receiving gateway. The initial HIPPI packet sent on the link is aligned to 
begin immediately following these control words within the SPE; the end of the variable-length 
HIPPI packet is determined at the receiving gateway by detecting a special set of token bits ap-
pended to the packet.  
 
Thus in the case of Casa a combination of SONET-level framing and serial data stream scanning 
is used to provide robustness in the presence of errors while taking advantage of control struc-
tures present for other purposes. While this solution is tied to word sizes used in HIPPI, both this 
and the Aurora solution have demonstrated the viability of carrying variable-length packets over 
SONET links and have provided significant directions for future standardization in this area.  

4.1.2 Other Transmission Technologies  

Wide Area All-optical Transmission  
While four of the testbeds advanced the understanding and use of SONET transmission equip-
ment, the Blanca testbed explored the use of all-optical wide area transmission through the use of 
optical fiber amplifiers over a total distance of nearly 300 miles (Figure 4-4). Eighteen amplifiers 
were installed on a Madison-Chicago-Champaign path, with optical termination equipment con-
nected to Xunet switches at each of the three sites. The all-optical links provided protocol-
transparent transmission, allowing the proprietary transmission format used by the Xunet 
switches to be replaced at a later date by SONET formats without changes to the link installa-
tions.  
 

Figure 4-4. All-Optical Transmission 

 

The link provided a 622 Mbps channel for use by the testbed in both directions between Madison 
and Champaign, and in addition was shared with other AT&T operational services using other 
capacity available on the optical link. This was the first deployment of optical fiber amplifiers as 
repeaters on a service basis by a carrier. The testbed-based link deployment allowed data to be 
collected by AT&T on link dispersion, signal-to-noise ratio, and bit error rates.  

HIPPI  
Most of the testbeds used HIPPI for their local distribution technology. This was primarily due to 
the fact that, at the beginning of the project in 1990, HIPPI was the only standards track gigabit-
range technology on the scene. HIPPI originated in the late 1980s at LANL as a solution to local 
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high speed interconnection of supercomputers, providing an 800 Mbps full duplex point-to-point 
connection over parallel copper wire. By 1990 it was in the process of becoming an ANSI stan-
dard and was also beginning to be supported by industry, most notably Cray Research (whose 
supercomputers at the time dominated the computation centers participating in the testbeds) and 
Network Systems Corporation (NSC). The latter company had won a contract to develop a 
HIPPI-based device for workstation interconnection for one of the testbeds, and was also devel-
oping a local area HIPPI switch.  
 
HIPPI thus provided a practical solution to local interconnection for the testbeds, but was signifi-
cantly limited by the relatively short 25 meter distance allowed by its parallel copper wire 
technology and by the size, complexity and cost of the associated host interface. Two 100-wire 
cables were required for full duplex data transmission, resulting in a large host connector foot-
print and relatively inflexible and bulky cables. Nevertheless, because of its growing support for 
supercomputers and a commercially available switch, it became the dominant interconnection 
technology within supercomputer centers in the early 1990s, and by extension to the worksta-
tions used in conjunction with the supercomputers within the testbeds. The Aurora testbed was 
the exception, since its research was focused on workstations and ATM in both local and wide 
area environments, and also was not dependent on the constraints imposed by supercomputers.  

Local Area Fiber Technologies  
HIPPI’s 25-meter distance constraint and the needs of the testbeds inspired the development of 
an optical fiber-based HIPPI extender by industry. The first extender product became available 
from Broadband Communication Products (BCP) through their involvement with testbed re-
searchers in the early years of the project.  
 
The HIPPI extender allowed a full duplex HIPPI connection to be extended across a pair of sin-
gle-mode optical fibers over distances of up to 10 km. In addition to relaxing the constraints on 
interconnecting HIPPI devices within a campus environment, these extenders were able to sup-
port cross-town metropolitan area connections for some of the testbeds as a workaround while 
waiting on the development of SONET-related equipment. While the direct extension of HIPPI 
flow control signaling across longer distances can result in significant throughput degradation, 
the extender’s usefulness nevertheless resulted in the definition of an optical fiber serial HIPPI 
standard.  
 
Two other fiber-based technologies used for local interconnection in the testbeds were HP’s 
Glink and IBM’s Orbit, both of which operated at a rate of 1 Gbps. Glink was used to provide 
point-to-point links between hosts and local switches in local Aurora configurations. Orbit is a 
buffered ring LAN technology developed by IBM, and was used in the Planet/Orbit networking 
portion of Aurora.  
 
An alternative to HIPPI, Fibre Channel (FC), was also being developed for ANSI standardization 
at the time the project began, and was targeted for use as the local area networking technology in 
the Blanca testbed. FC provided the same 800 Mbps user rate as HIPPI, but with much smaller 
host connector profiles and longer operating distances through its direct use of optical fiber in-
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stead of HIPPI’s parallel copper wires. The realization of a well-defined FC standard and useable 
products was significantly delayed, however, due at least in part to FC’s large functional scope 
and complexity. When by spring 1992 FC products were still not available for 800 Mbps opera-
tion, Blanca researchers decided to use HIPPI and so FC was not used within the testbeds. 

4.1.3 Striping 
In dealing with high performance networking applications, end-to-end bandwidth demands often 
cannot be met by the individual port rates of currently available wide-area transmission equip-
ment. In particular, the Aurora, Casa and Nectar testbed SONET equipment available at the 
beginning of the testbed program had only 155 Mbps physical and/or logical channels for host 
connections, with aggregation of the channels required to fully use the total available bandwidth. 
In addition to addressing the immediate problem, this aggregation, or striping, work afforded an 
opportunity to investigate the wide-area rate mismatch problem more generally.  
 
A number of choices are available for implementing a striping solution [2]. These include the 
amount of data to be sent in each striped increment, the protocol layer in which the striping is 
performed, and the topological point at which it is applied. Choices for the striping unit include 
byte, word, cell and packet; layer choices include physical, link, network, transport and applica-
tion; topological points include physical link connections, subnet interfaces, and user endpoints. 
Some choices constrain others-for example choosing a physical link within an ATM network as 
the topological point clearly constrains the layer and striping unit choices. Because of skew in-
troduced by different delays in each striped channel due to multiplexing equipment and switches, 
key factors which must be dealt with are synchronization, buffering, and reordering processing.  

ATM Striping  
The Aurora testbed had OC-12 SONET interfaces available at each site. These interfaces re-
quired the customer interfacing equipment to multiplex/demultiplex four 155 Mbps STS-3c 
SONET channels to/ from a single 622 Mbps STS-12 SONET channel.  
 
For the ATM portion of Aurora, striping was implemented at the topological endpoints by Bell-
core as part of their workstation host interfaces developed for the testbed, with the 53-byte ATM 
cell chosen as the striping unit (Figure 4-5). 
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Figure 4-5. Aurora Bellcore ATM/SONET Striping 

 
Since one or more ATM switches were in general part of the network path between hosts, the 
striping mechanism had to deal with skew introduced by both SONET equipment and switch 
queuing. A separate VC was used for each of the four 155 Mbps ATM channels and AAL5 used 
to frame the host PDU. The cells of the AAL5 frame were then striped across the four VCs in 
round-robin order, with the AAL5 end-of-frame bit set in the ATM header of the last cell sent in 
each of the four channels (rather than just in the last AAL5 frame cell, as would normally be 
done). To simplify synchronization at the receiver, the first cell of a new PDU is always sent in 
one of the four channels which has been designated the “first” one. The receiving host reorders 
the arriving cells into a standard AAL5 PDU.  
 
A distinctly different approach to striping was used in the Nectar testbed. One of the goals of 
Nectar was to explore generic methods for interfacing local high-speed networks to a general 
wide-area ATM/ SONET network with lower-speed channels, and so the local-to-wide area in-
terconnection point was chosen as the topological striping point (Figure 4-6). This testbed used 
800 Mbps HIPPI for local distribution at each site, with the sites connected by a 2.5 Gbps 
SONET link. The link was terminated at each site by experimental ATM/SONET multiplexing 
equipment developed for the testbed by Bellcore and CMU, with the 2.5 Gbps channel divided 
into 16 STS-3c 155 Mbps SONET channels for ATM interfacing within the equipment.  
 

Figure 4-6. Nectar ATM/SONET Striping 

 

Consideration of equipment design complexity and cost associated with the choice of byte, cell, 
and packet striping units led to the selection of a packet striping unit, where packets in the initial 
implementation consisted of HIPPI frames. A distinct ATM VC is used for each 155 Mbps 
stripe, with the HIPPI frames which are received on the set of VCs sequentially combined into 
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the original HIPPI stream for delivery to the local destination. This simplification is at the ex-
pense of performance, however, since at least four packets must be available for striping to 
achieve the full 622 Mbps rate when four 155 Mbps channels are used-if only one packet is sent, 
it will be at a rate of 155 Mbps.  
 
More general approaches to striping over ATM networks were explored by MIT as part of the 
Aurora testbed work, and in particular for cases where striping is introduced at points internal to 
the end-to-end path between hosts. This work examined different methods for achieving ATM 
layer striping synchronization in great detail, along with the tradeoffs associated with higher-
layer striping choices. The conclusion was that ATM layer striping, introduced, say, at a point of 
local-to-wide area connection, coupled with destination host cell reordering will provide the 
broadest support for different choices of higher layer protocols and topologies (Figure 4-7).  
 

Figure 4-7. Integrated ATM Layer Striping 

 

PTM Striping 
In two of the testbeds, Aurora and Casa, variable-length packets were striped directly across 
wide area SONET transmission channels at the local-to-wide area connection points within the 
testbeds.  
 
For the PTM portion of Aurora, IBM designed and implemented a stand-alone device called the 
SIA (SONET Interface Adapter), which has an optical fiber connection on one side to the OC-12 
interface of wide area SONET carrier equipment and an optical fiber connection on the other 
side to a Planet switch. In this case the striping traverses SONET equipment on the links between 
each Aurora site, but does not include switches within the striped paths. The PTM operation of 
the network made either packets or bytes the natural choice for the striping unit, with byte strip-
ing chosen for implementation. SONET-level framing information for each STS-3c payload 
envelope is used by the receiving SIA to determine skew and control byte reordering of the FIFO 
buffer outputs from each STS-3c channel. To reduce complexity of the SIA design, transmission 
of each new packet is always begun using the first STS-3c payload envelope of an STS-12 
frame.  
 
In the Casa testbed, SONET termination equipment at each site provided eight distinct OC-3c 
physical interfaces on the user side, which were multiplexed by the SONET equipment directly 
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into a 2.5 Gbps OC-48 intersite trunk. Thus an aggregate bandwidth of 1.2 Gbps was available 
for use between each pair of sites which were directly interconnected. A HIPPI-SONET gateway 
device was developed by LANL to interface each site to the SONET termination equipment, 
with striping used to send 800 Mbps HIPPI streams across the aggregated 155 Mbps channels 
(Figure 4-8). The remainder of the 1.2 Gbps trunk channel was used for error correction data and 
for spare capacity in the event of individual channel failures. 
  

Figure 4-8. Casa PTM Striping  

 

As in the Aurora PTM case, Casa striping was applied at the endpoint of each intersite link, with 
each link assumed to contain wide-area SONET equipment but not switches and with variable-
length packets mapped directly into SONET frames. Since all Casa sites used HIPPI for local 
switching and host interfacing, and the gateway was designed to provide efficient HIPPI-SONET 
communications, the unit of striping was chosen to carry two 32-bit HIPPI words plus four per-
word overhead bits, for a total striping unit of 72 bits. The actual trunk bandwidth used could be 
matched to a site’s needs, ranging from a single 155 Mbps channel to the use of six channels to 
carry the full 800 Mbps HIPPI rate along with an FEC channel and a spare channel. A combina-
tion of SONET framing detection and payload control information is used by a receiving 
gateway to perform skew compensation and reassemble the source data stream.  
 
Overall, the testbed implementations revealed that skew can be introduced from a number of dif-
ferent sources, and that considerable care must be taken to ensure that correct destriping is 
achieved for all cases if full striping performance is to be achieved. The general ATM-layer syn-
chronization methods explored MIT provide a way to avoid dependence on lower and upper 
layer functionality while also achieving topological flexibility, and may provide a good basis for 
standardization in the ATM networking case. The two PTM striping cases both make use of 
SONET framing information to accomplish striping synchronization, but differ in the details as 
well as in their choice of striping unit. Further work is needed to determine what direction should 
be taken for standardization in the PTM case and to deal with hybrid ATM/PTM situations.  
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4.2 Switching  

Summary  
• Prototype high speed ATM switches were implemented and deployed for experi-

ments in several of the testbeds, supporting 622 Mbps end-to-end switched links 
using both 155 Mbps striping and single-port 622 Mbps operation  

• First telco central office broadband ATM switch was installed and used for testbed 
experiments, using OC-12c links to customer premises equipment and OC-48 
trunking  

• Wide area variable-length PTM switching was developed and deployed in the test-
beds using IBM’s Planet technology and through the use of HIPPI switches in 
conjunction with collocated wide area gateways  

• Both ATM and PTM technologies were developed and deployed for testbed local 
and desk area networking experiments, along with the use of commercial HIPPI 
and ATM switches which became available as a result of testbed-related work  

• A TDMA technique was developed and applied to tandem HIPPI switches to dem-
onstrate packet-based QoS operation in HIPPI circuit-oriented switching 
environments, and a study of preemptive switching of variable length packets indi-
cated a ten-fold reduction in processing requirements was possible relative to 
processor-based cell switching  

Several different experimental wide area switches and newly developed local area switch prod-
ucts were used in the testbeds. In addition, as part of achieving overall testbed research 
objectives, new system-level approaches to gigabit network switching were explored for achiev-
ing Desk Area Networking, local and wide area flexible HIPPI switching, and the relaxation of 
switching rate requirements based on preemptive techniques. 

4.2.1 ATM  
Experimental Wide area ATM switches included Bellcore’s Sunshine switch used in Aurora, 
AT&T’s Xunet switch used in Blanca, and a Fujitsu Fetex 150 prototype switch used in Vistanet. 
In addition, desk area ATM switching was developed as part of MIT’s VuNet work in Aurora, 
and Fore Systems ATM switches were used in experiments at the University of Illinois in the 
Blanca testbed.  

Sunshine Switch 
The Sunshine switch had been designed and simulated by Bellcore prior to the start of the testbed 
project, and was intended as a prototype for carrier wide area ATM switching. The Aurora test-
bed provided an opportunity for Bellcore to build and experiment with the Sunshine design, with 
switch prototypes completed and deployed within Aurora during 1993. The design was based on 
a Batcher-Banyan switching fabric which switched internal 155 Mbps ATM cell streams. To 
provide the 622 Mbps connections required for the testbed, a set of four STS-3c channels could 
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be defined to be a trunk group and treated by the switch as a single 622 Mbps VC. This was ac-
complished by input and output port controller modules which interfaced the switching fabric to 
external OC-12 SONET interfaces. Due to the subsequent discovery by Bellcore of significant 
skew being introduced on the individual 155 Mbps channels by external SONET equipment, the 
STS-3c channels sent on the OC-12 SONET link were instead simply treated as individual VCs 
by the switch in later experiments. This is discussed further in the Transmission section.  
 
The Sunshine switch also provided an important vehicle for exploring ATM Quality-of-Service 
(QoS) issues through implementation by Bellcore of a second-generation output port controller 
design later in the project (discussed further in the Network Management section). Prototype ver-
sions of the Sunshine switch were deployed by Bellcore at the Upenn, MIT, and Bellcore sites in 
Aurora.  
 
From a switching perspective, lessons learned from the Sunshine development experience were 
that using fixed size cells significantly reduces switching fabric cost and the cost is independent 
of cell size, but if processors are used for output port queuing or other cell-handling functions the 
small ATM cell size does impose a significant cost penalty. While all-hardware port designs 
would eliminate this penalty, evolving network-layer QoS and congestion control algorithms 
may in fact benefit significantly from processor-based designs [2]. 

Xunet Switch 

Wide area ATM switching in the Blanca testbed was accomplished using Xunet experimental 
switches developed by AT&T Bell Labs. A version of this switch known as Xunet-II had been 
developed prior to the start of the testbed project to provide wide area switching of 45 Mbps 
ATM links. For its use in Blanca, AT&T developed 622 Mbps interfaces and associated internal 
handling of the higher rate data streams, with this version of the switch called Xunet-III.  
 
The Xunet switch design evolved from AT&T’s earlier Datakit data switch design. It was based 
on a shared bus architecture and used a modular design to attach line interfacing and queuing 
cards to the bus structure. The switch used a modified version of the standard ATM cell format, a 
non-SONET proprietary trunk transmission protocol, and a direct proprietary optical link on a 
user-side line card of the switch to send and receive ATM cells with an ATM-HIPPI adapter.  
 
The Xunet-III version of the switch was deployed by AT&T at Madison, Chicago, and Cham-
paign for experimentation by Blanca researchers. A separate control computer connected to the 
switch architecture provided call setup, teardown and other control functions, and provided a 
software platform for network control algorithm investigations carried out by Blanca researchers 
and discussed in other sections.  

Fetex 150 Switch  
The Fetex 150 prototype switch used in Vistanet supported standard ATM cells and 622 Mbps 
OC-12c user ports as part of a modular, general purpose wide area carrier switch architecture. 
This switch was notable both for its direct support of synchronous 622 Mbps data streams and 
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for the fact that it was located in a telephone company central office as part of the Vistanet to-
pology. This was the first instance of a central office broadband ATM switch, and provided an 
opportunity for the participating testbed carriers to gain hands-on experience in an environment 
involving real user data traffic. 
  
The switch was connected over a 2.5 Gbps OC-48 SONET trunk to GTE’s SONET crossconnect 
switch located across town, and within the central office user area to two Vistanet sites on the 
UNC campus. Thus Vistanet switching topology differed from the other testbeds on two signifi-
cant counts: the metropolitan area switching was performed in a telephone company central 
office, and the switching between the two UNC campus sites was also done by the central office 
switch.  
 
A prestandard SVC signaling protocol was used in the Fetex 150, allowing VCs to be dynami-
cally established for experiments through the use of special communication channels. Traffic 
management was not implemented in the switch, however, and only minimal cell buffering was 
provided. Cell loss was avoided by relying on testbed experimenters to control their traffic 
through the use of acknowledgments at higher protocol layers.  

Local and Desk Area ATM Switching  
As part of its investigations into ATM networking, MIT developed what they termed a Desk 
Area Network (DAN) which interconnected workstations and peripheral I/O devices through a 
small local network. The DAN architecture was based on the use of small crossbar switches sup-
porting 700 Mbps ports and a non-standard 56-byte ATM cell. The prototypes developed for the 
testbed activity consisted of 4 or 6-port switches and 500 Mbps links, where the latter used the 
HP Glink transmission protocol over optical fiber and other media. The switches were designed 
to simplify the hardware interfaces required to connect devices to the DAN switching fabric, 
with as much functionality as possible pushed out to host software.  
 
The other local area ATM activity carried out in the testbeds made use of Fore Systems switches 
at UIUC., where they were used as part of their network control software investigations. Fore 
Systems in fact came into existence as a direct result of the testbed initiative-its founders were 
part of the Nectar testbed research group at CMU at the beginning of the project, and were stimu-
lated to form a startup company addressing high speed networking needs as a result of their 
testbed involvement. The company has gone on to become a major ATM switch provider for 
both local and wide area environments.  

4.2.2 PTM  
Wide area Packet Transfer Mode, or variable-length packet switching, was explored in both the 
Aurora and Casa testbeds. In addition, while not strictly a packet-switched technology, HIPPI 
was the basis for local area networking in four of the testbeds.  
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Planet/Orbit Switching 

A major part of IBM’s research in the Aurora testbed was focused on their Planet and Orbit gi-
gabit PTM technology (originally named Paris and Metaring respectively) which had been under 
development prior to the start of the project. Their architectural premise was that, because of the 
small transmission times involved with networking at gigabit rates, reasonably large variable 
length packets could be handled along with short packets while still providing real-time quality 
of service to the portion of traffic requiring it.  
 
The Planet switch was intended for wide area switching, working in conjunction with 1 Gbps 
Orbit local area buffered rings at each site. The switch is based on a modular architecture in 
which link adapter cards communicate through a 6 Gbps backplane. Individual packet processing 
is done in hardware, with routing updates and other control functions handled in software by an 
RS/6000 workstation attached to the switch via an Orbit ring. In addition to Orbit rings, link 
adapter cards can be connected to wide area links through use of a SONET and other types of 
non-Orbit adapters. Also, while originally intended as a non-ATM switch, IBM added a capabil-
ity to deal with fixed-size ATM cells as a special case of the switch’s more general PTM 
capability. 
  
Planet switch prototypes were deployed at IBM and Upenn for use in Aurora experiments. 
Through the use of real application traffic supplemented by artificial traffic generators, signifi-
cant new insights were obtained by IBM researchers concerning traffic management under heavy 
switch loading, synchronization requirements, and other aspects of switch-related network per-
formance. 

Local-Area HIPPI Switching 
 Network Systems Corporation (NSC) developed a commercial HIPPI switch product early in the 
testbed project, and these switches were used for local switching in the four testbeds which used 
HIPPI for local interconnection. As switches from other companies became available later in the 
project they were also used by some testbeds. These switches were based on non-buffered cross-
bar architectures and followed the ANSI standard for HIPPI switch control, typically providing 
either 8 or 16 ports operating at 800 Mbps.  
 
Because the HIPPI protocol requires that a physical circuit be established prior to data transmis-
sion at each end of a HIPPI link, cascading two or more HIPPI switches in general introduces a 
significant potential for blocking relative to packet-switched operation. A method for avoiding 
this and also providing real-time services when using HIPPI switches was investigated by Blanca 
researchers at Berkeley, who explored a time-division multiplexing (TDM) solution to the prob-
lem. Their local portion of Blanca consisted of three cascaded HIPPI switches with two or three 
hosts connected to each switch.  
 
In the Berkeley scheme one host is designated as the master and is responsible for defining a 
TDM frame, frame synchronization, and scheduling requests received from the other hosts in 
each frame. Synchronization of the hosts and switches is accomplished by a combination of the 

 49



master framing definition and HIPPI switch camp-on feature. Slots are assigned to hosts in each 
frame according to the quality-of-service bandwidth and latency requirements contained in their 
requests. An end-to-end HIPPI circuit is established, traffic sent, and the circuit terminated by 
the assigned host in each slot. 
 
The Berkeley TDM scheme satisfied its goal of multiplexing real-time traffic through circuit-
based HIPPI switches, demonstrating stable operation and traffic delivery within real-time la-
tency bounds. However, its developers concluded that synchronization requirements limit the 
scheme to small networks, it does not allow bandwidth-sharing by non-real-time traffic, and it 
introduces a significant bandwidth overhead penalty.  

Wide-Area HIPPI Switching  

In addition to local area switching within each site, the Casa testbed used their HIPPI switches, 
in conjunction with specially designed gateways, for wide area switching over the SONET links 
connecting the Casa sites. This was done by terminating local host HIPPI connections in a gate-
way device connecting the switch to an inter-site SONET link and relaying the packet through a 
HIPPI switch at other Casa sites on the path to the destination. Each intermediate site had a sepa-
rate gateway and SONET link connecting it to each of its two neighboring sites (Figure 4-9). 
 

Figure 4-9. Wide-Area HIPPI Switching  

 

Buffering in the gateways and hosts allowed Casa to be operated as a store-and-forward packet 
switched network over its wide area end-to-end paths, in spite of the absence of buffering in the 
HIPPI switches. Routing was accomplished by defining a logical network-wide address for each 
host in the network and configuring a logical-physical address mapping table in each switch.  
 
A host sending to a destination at another Casa site established a HIPPI connection between it-
self and the appropriate local gateway at its site, through one or more local HIPPI switches, for 
the duration of a single HIPPI packet transfer, with each packet constrained to the maximum IP 
packet size of 65 Kbytes. The local gateway is the endpoint of the HIPPI connection, exchanging 
HIPPI signaling with the local switch to control the flow of HIPPI bursts from the local host. A 
special gateway-gateway protocol is used across the wide area SONET link to send the HIPPI 
data and logical addressing information to the gateway at the next site and prevent buffer over-
flow in the receiving gateway.  
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Assume for this example that the destination host is at a third site. If the HIPPI switch port to the 
outgoing gateway at the intermediate site is not in use, a gateway-switch-gateway HIPPI connec-
tion is established at the intermediate site, and the first intermediate gateway proceeds to send its 
incoming data to the other gateway at that site. In this case the originating site and first interme-
diate gateways only buffer one complete HIPPI burst of the packet before proceeding to forward 
it, and do not need to buffer the entire packet. If the switch port to the outgoing gateway is in 
use, up to one full packet is buffered if necessary by the first intermediate gateway, which then 
signals the originating gateway to wait before sending another packet. Thus a form of cut-
through is used, where the cut-through is applied whenever a full packet does not need to be 
buffered. 
  
For the case where a higher layer retransmission protocol such as TCP is being used on the end-
to-end path, a gateway will drop a packet if it cannot succeed in establishing a connection 
through a switch by a predefined timeout period. For situations where `raw’ HIPPI packets are 
sent over the end-to-end path, such as was done for some Casa experiments in which TCP was 
not supported by one or more of the hosts, the timeout is disabled and the packet held until the 
connection can be made. 
  
Gateway buffering thus allowed inter-site HIPPI switches to be decoupled in Casa, avoiding the 
tandem setup problem inherent in the direct connection of unbuffered HIPPI crossbar switches. 
HIPPI multiplexing latencies in this case were dictated by the choice of the 65 Kbyte maximum 
packet size allowed during a single local connection, in contrast with the real-time multiplexing 
achieved for local HIPPI switching by the Berkeley TDM scheme. 

Preemptive Switching  
As part of their investigations into more efficient forms of data multiplexing for high speed net-
working, MIT explored a scheme based on the use of arbitrarily long data units defined for 
application layer efficiency, where the latter was referred to as Application Layer Framing 
(ALF). To achieve low latencies required for some types of traffic in this context, they studied 
the use of preemption in network switches. Simulation results for a variety of traffic loads 
showed that the required switch processing rate could be reduced by about a factor of 10 relative 
to cell switching.  

4.3 Interworking  

Summary  
• Three different designs were implemented to interwork HIPPI with wide area ATM 

networks over both SONET and all-optical transmission infrastructure; explora-
tions included the use of 4x155 Mbps striping and non-striped 622 Mbps access, 
local HIPPI termination and wide area HIPPI bridging; resulting transfer rates 
ranged from 370 to 450 Mbps  
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• A HIPPI-SONET gateway was implemented which allowed transfer of full 800 
Mbps HIPPI rates across striped 155 Mbps wide area SONET links; capabilities in-
cluded variable bandwidth allocation of up to 1.2 Gbps and optional use of forward 
error correction, with a transfer rate of 790 Mbps obtained for HIPPI traffic  

• Seamless ATM DAN-LAN-WAN interworking was explored through implementa-
tion of interface devices which provided physical layer interfacing between 500 
Mbps DAN Glink transmission, LAN ATM switch ports, and a wide area striped 
155 Mbps ATM/SONET network; interface functions included translation of non-
standard DAN ATM formats and HEC generation  

• An investigation of IP processor-based interworking at gigabit speeds concluded 
that, for a 622 Mbps link rate, a 100 MHz RISC processor could perform basic IP 
packet processing with sizes as small as 83 Bytes/packet, but that I/O port process-
ing will in general require a dedicated processor for each flow direction, with an 
evolution to distributed architectures based on hardware switching fabrics  

A significant amount of work was carried out in the testbeds on devices to allow the interwork-
ing of different high speed technologies. We use the term interworking here to distinguish this 
work from more general systems-level internetworking research. The testbed work in this area 
can be grouped into the following categories: HIPPI-ATM, HIPPI-SONET, and 
DAN/LAN/WAN ATM. A preliminary investigation into issues associated with using an IP pro-
tocol for generic packet forwarding at gigabit speeds was also conducted.  
 
(The area of general internetworking at gigabit speeds was specifically not included as a research 
topic when the testbeds were formed. It was felt that work was first required on the underlying 
network technologies, with internetworking research more logically undertaken following com-
pletion of the initial testbed initiative.)  

4.3.1 HIPPI-ATM 
 Three distinct efforts were undertaken in the testbeds to interwork local HIPPI networks with 
wide area ATM. These efforts were undertaken in part out of necessity, since a device had to be 
developed in each case to allow interconnection of facilities within the testbed, and in part for the 
opportunities they presented to investigate high speed interworking issues. A major distinction of 
these interworking approaches is whether they terminate HIPPI locally, as would be done for ex-
ample by an IP-based router, or extend HIPPI connections and associated control signaling 
across the ATM network. The Nectar and Blanca solutions used local termination, while the Vis-
tanet solution used the extension method.  
 
The three HIPPI efforts are represented by the architecture of Figure 4-1B.  

Nectar HAS  
The HAS design goals included allowing up to two 800 Mbps HIPPI connections at each Nectar 
site to use the full 2.5 Gbps SONET link bandwidth available at the wide area HAS interface, an 
architecture design that would allow HIPPI hosts to communicate with non-HIPPI hosts at re-
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mote sites, and the ability to add support for wide area ATM network management standards as 
they evolved. 
  
To maximize flexibility and allow interworking of different local area technologies, HIPPI con-
nections were terminated locally by the HAS and HIPPI header information stripped from 
packets before sending them into the ATM network. PVCs were used in the testbed prototypes, 
with a PVC pre-established for each pair of hosts needing to communicate across the ATM net-
work. A Management and Signaling Processor (MSP) module in the HAS allowed mappings to 
be established in HAS tables between VCIs and local HIPPI identifiers, and provided a means 
for later incorporation of SVC signaling standards. 
  
The HAS supported AAL types 1 and 3/4 (AAL 5 had not been defined when the HAS design 
was begun). The data in each packet received from the HIPPI module was segmented and for-
matted using one of the AAL types and sent as an ATM cell stream over the ATM/SONET link. 
In the absence of well-defined ATM network flow control standards, a simple open-loop pacing 
mechanism was used at each transmitting node to prevent steady-state overflow of destination 
buffers. 
  
A design choice which had a major impact on HAS complexity was the way in which striping 
over the available SONET channels was handled. As described in the Transmission and Switch-
ing section earlier in this report, a choice was made to stripe packets over each STS-3c SONET 
channel within the HAS, with 8 such channels available for carrying the data sent in an 800 
Mbps HIPPI channel. A distinct ATM VC was assigned to each STS-3c channel, with all cells of 
a packet sent over that channel. The received cells on each VC are stripped of their ATM/AAL 
overhead and reassembled, and the packet passed by the ATM module to the HIPPI or other lo-
cal network module for reordering if necessary, eliminating special synchronization and other 
striping-related processing in the ATM and SONET layers and simplifying the overall HAS de-
sign. A maximum of 1024 VCIs were available to each ATM/AAL module. 
 
Prototype HAS devices were installed at CMU and at the Pittsburgh Supercomputer Center for 
testbed experimentation. Using a HIPPI tester which could generate 7 KByte maximum packet 
sizes and with striping used over four 155 Mbps, a maximum throughput of 420 Mbps was 
measured. Based on theoretical calculations, a packet size of 11 Kbytes would give very close to 
the maximum predicted throughput of approximately 430 Mbps (the maximum potential band-
width available to data in a 622 Mbps path after AAL, ATM and SONET overheads are allowed 
for is 496 Mbps). 

Blanca HXA 
The HIPPI-ATM Adapter (HXA) was developed for use in the Blanca testbed by UIUC in col-
laboration with AT&T Bell Labs. Its design was driven primarily by immediate Blanca testbed 
interconnection needs, and thus was more limited in scope than the Nectar effort with respect to 
ATM network management issues. It did however implement IP-layer processing of packet 
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headers, providing an instance of hands-on experience in this area. Like the HAS, it also pro-
vided a direct HIPPI-ATM transfer mode for routerless operation. 
  
The HXA terminated HIPPI connections internally, and was connected to an Xunet switch port 
on the ATM side via an optical fiber link. A proprietary transmission protocol was used on this 
link for local transport of ATM cells between an AT&T line card in the HXA and a line card on 
the Xunet switch. Two simplex physical HIPPI ports were provided by the HXA for communica-
tion with one HIPPI host at a time, either through a direct connection or one or more HIPPI 
switches. Latencies associated with multiplexing among different HIPPI hosts connected through 
a HIPPI switch to the HXA were determined by the maximum connection time discipline im-
posed upon hosts, for example breaking connections after each packet.  
 
Routing and header processing functions were done by software running on a RISC microproc-
essor in the HXA. A table lookup was done to map HIPPI or IP addresses into ATM PVCs and 
conversely, with HIPPI headers stripped off when an IP header is present in the packet. Each 
HIPPI or IP packet is encapsulated with an AT&T proprietary AAL5-like protocol (AALX), 
segmented into cells using AT&T’s 54-byte Xunet ATM format, and sent via the optical fiber 
line card to the Xunet switch. 
  
Up to three 1-KB bursts of a HIPPI packet can be buffered by the HXA in the HIPPI-to-ATM 
direction. After initial header processing, received bursts are processed as they arrive and the re-
sulting ATM cells sent to the Xunet switch. In the ATM-to-HIPPI direction, two AALX frames 
can be stored to provide a double-buffered output on the HIPPI side of the HXA, which estab-
lishes connections and transfers HIPPI bursts to a host or switch following receipt of a complete 
AALX frame. Multiplexing of AALX frames being received on multiple VCs is done in the 
Xunet switch, which provides a maximum-size AALX buffer for each VC supported for a switch 
output port.  
 
Although burst flow control is used by the HXA between itself and local HIPPI hosts, explicit 
flow control was not implemented between the HXA and Xunet switch. Rather, TCP was as-
sumed used by endpoints to adapt steady-state flows to available bandwidth and recover from 
occasional dropped packets, with large buffers provided in the Xunet switches to minimize 
packet losses for bursty traffic. 
  
Prototype HXAs were deployed at Champaign and Madison Xunet switch sites. A maximum 
HXA transfer rate of approximately 370 Mbps was achieved using a HIPPI tester at the end-
points, which was sufficient to fill the maximum available user bandwidth on the 622 Mbps 
Xunet switch-trunk path. 

Vistanet NTA 

The designers of the Vistanet NTA (Network terminal Adapter) chose not to terminate HIPPI 
locally at each site, but rather to extend HIPPI connections directly across the intervening 
ATM/SONET network. This was motivated by a desire to minimize the need to define new pro-
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tocols and meet the relatively short project schedule. The NTA thus functioned as a very sophis-
ticated three-way HIPPI extender which included AAL4/ATM/SONET wide area network 
functionality, network control and measurement capabilities, and operation with a Fetex 150 cen-
tral office ATM switch. A single unstriped 622 Mbps OC-12c SONET link was available in each 
direction between an NTA and the ATM switch. 
  
A key driver of NTA design was the need to provide flow control of HIPPI packets across the 
ATM network without relying on end-to-end protocols, since TCP or other transport layer proto-
cols were not expected to be available for one of the key Vistanet application hosts. Since ATM 
flow control was not well-defined, this was solved by extending HIPPI burst-level flow control 
across the NTA-NTA paths along with the use of NTA buffering to eliminate the effects of path 
delays.  
 
Each NTA supported one local HIPPI host and a simultaneous bidirectional ATM connection 
with each of the other two Vistanet sites. The NTA contained two 32KB receive buffers, each 
dedicated to one of the other sites, and a single 32KB transmit buffer, allowing a sufficient num-
ber of 1KB HIPPI bursts to be buffered to avoid transmission gaps due to roundtrip propagation 
times and other path latencies. HIPPI connection and flow control signals were carried in the 
AAL4 headers of the ATM cells, augmented by the use of special ATM cells when necessary to 
carry out control signaling. 
  
To avoid setup delays, pairs of VCs were pre-established through the switch between each NTA 
and its two neighbors (a VC pair was required on each simplex data path to allow the return of 
control information). A host HIPPI connection request would be immediately accepted by the 
local NTA and data buffered by the NTAs until the destination host HIPPI connection could be 
established, eliminating the roundtrip setup connection delays that would otherwise occur using 
HIPPI extenders. HIPPI source routing was used to identify VC mappings and HIPPI destina-
tions via inspection of packet header information.  
 
Implementation of the NTA was partitioned into two major components, a “core NTA” portion 
which handled the data flows and consisted primarily of hardware, and a control and measure-
ment subsystem (CMS) portion which consisted of a Sun workstation and software. The CMS 
was connected to the Internet, allowing Vistanet experimenters to configure VCs for their ex-
periments through use of the Fetex 150 switch proprietary SVC protocol supported by the core 
NTA. More generally, the CMS was used both by system developers to diagnose problems and 
by researchers to collect traffic measurements for analysis (these topics are discussed further in 
later sections).  
 
The NTAs were deployed at each of the Vistanet sites and used for Vistanet application experi-
ments and traffic studies. NTA throughputs of approximately 450 Mbps were achieved, which 
was close to the maximum throughput available on the 622 Mbps SONET link after allowing for 
SONET, ATM, and AAL4 overhead.  
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4.3.2 HIPPI-SONET  
The HIPPI-SONET gateway developed by LANL for the Casa testbed addressed the issues asso-
ciated with interconnecting islands of HIPPI-based local area networks with wide area SONET 
links, without use of a wide area ATM switching (Figure 4-1D). Major aspects of this gateway’s 
operation have already been discussed in earlier sections on switching and striping in the test-
beds. The striping of HIPPI data across multiple 155 Mbps SONET channels played a central 
role in the gateway design, allowing incremental amounts of bandwidth to be allocated to a 
HIPPI connection rather than just the full 1.2 Gbps available on the SONET trunks. While the 
gateways did not perform switching directly, they were designed to maximize the use of local 
HIPPI switches for wide area switching among the testbed sites, as discussed in the Switching 
section above. 
  
A key difference from the Vistanet NTA approach was local termination of HIPPI connections 
by the Casa gateway, with a special gateway-gateway flow control mechanism used to prevent 
overrunning gateway buffers, and reliance on TCP for end-to-end recovery when a packet was 
discarded by a gateway due to destination host blocking. Another important difference was the 
use of forward error correction to correct single-bit errors, reducing the frequency with which 
hosts needed to retransmit packets to achieve reliable end-to-end operation. 
  
The gateways were installed at Casa sites and used both to support Casa applications and for 
network studies. Transfer rates of 790 Mbps were measured using HIPPI testers at endpoints, and 
throughputs of 550 Mbps and 580 Mbps were measured when using TCP/IP and UDP/IP respec-
tively on Cray computers at network endpoints.  

4.3.3 Seamless ATM  
A topic of major interest to ATM developers is seamless ATM, the interworking of distinct ATM 
networks without using an explicit internetworking layer such as IP, and an initial exploration of 
this topic was done by MIT in the Aurora testbed (Figure 4-1A). They developed devices to in-
terconnect their Desk Area Vunet ATM network with both the Aurora wide area ATM/SONET 
network and a local area ATM network.  
 
The differences which needed to be resolved for interworking included the underlying physical 
transmission technologies, cell formats, and VC signaling conventions. VuNet used HP Glink 
single-mode fiber transmission technology operating at 500 Mbps, in contrast to the use of 
striped 155 Mbps SONET channels in the wide area ATM network. The VuNet ATM cell format 
was chosen to be 56 Bytes to simplify cell processing, and a choice was also made not to use the 
HEC header check defined as part of the standard ATM format, since it was felt that the rela-
tively low error rates experienced in a DAN environment did not warrant the additional 
complexity associated with HEC processing. VC control signaling was also handled differently 
than in the Aurora Sunshine switch.  
 
Two different devices were developed by the VuNet group for ATM-ATM interworking. The 
first, called AVlink, interfaced VuNet directly to a single 155 Mbps channel of the wide area 
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ATM/SONET network. The AVlink device converted the 56-byte VuNet cells to standard 53-
byte cells and conversely, computed the HEC field in the cell header, and mapped cells to and 
from the Glink and SONET physical transmission formats. This was accomplished using a rela-
tively simple design, with a resulting average latency of 4.6 microseconds and transfer rate of 
150 Mbps.  
 
A second device called Zebra was also developed to interface VuNet to a Digital Equipment 
AN2 ATM switch, which effectively represented the presence of a LAN between VuNet and the 
Aurora wide area ATM network. The latter was connected to a 622 Mbps SONET port on the 
AN2 switch, which was in turn connected to VuNet through the Zebra board installed on the 
AN2. Zebra, like AVlink, provided the required cell format mapping and Glink interfacing. More 
significantly, the use of Zebra with the AN2 provided an opportunity to explore solutions to the 
general striping problem, since VuNet supported 500 Mbps Glink channels while the wide area 
path consisted of multiple 155 Mbps SONET channels. This was carried out using source and 
destination VuNet hosts and an end-to-end path which included a loopback point within the wide 
area network [2].  

4.3.4 IP-based Interconnection  
As a part of their work on high-speed networking, MIT also studied the processing costs associ-
ated with the use of the IP protocol for interconnecting different networks. They implemented an 
IP packet forwarder running with the x-kernel operating system on a MIPS 3000 33 MHz proc-
essor and measured resulting packet processing rates with and without network I/O drivers 
present.  
 
After modifications to the x-kernel to reduce its overhead, a rate of 55 Kpackets/s was obtained 
with no I/O drivers installed. With the addition of an ethernet driver, throughput dropped to ap-
proximately 3 Kpackets/s, indicating that the dominant processing cost was associated with I/O 
rather than IP processing. Using IP instruction counts, they projected that the `pure’ IP code 
processing on a 100 MHz RISC processor should approach 1Mpackets/s, allowing a flow of 
packet sizes as small as 83 Bytes to fully utilize a 622 Mbps link.  
 
Based on these results, they designed an architecture for a high performance IP flow forwarder 
which makes use of multiple RISC processors. One processor is dedicated to IP level processing 
for each flow direction, one processor performs background management tasks, and one proces-
sor is dedicated to each flow direction of each I/O port. Thus, a forwarder providing full duplex 
connections between two networks has a total of 7 processors. Both a central memory and dis-
tributed memory architectures were considered, with the choice depending in part on the number 
of networks connected to the forwarder.  
 
Conclusions drawn by MIT from this work were that, to scale routers up for very high speed 
networks, new designs should focus on providing increased hardware assistance in conjunction 
with RISC processing at individual ports and will need to evolve from shared memory to parallel 
switching fabrics for port interconnection. They also observed that the latter interconnect archi-
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tecture will make it more difficult to implement global resource management, since information 
and control is now distributed among the port elements.  

4.4 Host I/O  

Summary  
 

• Several different testbed investigations demonstrated the feasibility of direct cell-
based ATM host connections for workstation-class computers; this work estab-
lished the basis for subsequent development of high speed ATM host interface 
chipsets by industry and provided an understanding of changes required to work-
station I/O architectures for gigabit networking  

• Variable-length PTM host interfacing was investigated for several different types 
of computers, including workstations and supercomputers; in addition to vendor-
developed HIPPI interfaces, specially developed HIPPI and general PTM interfaces 
were used to explore the distribution of high speed functionality between internal 
host architectures and I/O interface devices  

• TCP/IP investigations concluded that hardware checksumming and data-copying 
minimization were required by most testbed host architectures to realize transport 
rates of a few hundred Mbps or higher; full outboard protocol processing was ex-
plored for specialized host hardware architectures or as a workaround for existing 
software bottlenecks  

• A 500 Mbps TCP/IP rate was achieved over a 1000-mile HIPPI/SONET link using 
Cray supercomputers, and a 516 Mbps rate measured for UDP/IP workstation-
based transport over ATM/SONET; based on other workstation measurements it 
was concluded that, with a 4x processing power increase relative to the circa 1993 
DEC Alpha processor used, a 622 Mbps TCP/IP rate could be achieved using in-
ternal host protocol processing and a hardware checksum while leaving 75% of the 
host processor available for application processing  

• Measurements comparing the XTP transport protocol with TCP/IP were made us-
ing optimized software implementations on a vector Cray computer; the results 
showed TCP/IP provided greater throughput when no errors were present, but that 
XTP performed better at high error rates due to its use of a selective acknowledg-
ment mechanism  

• Presentation layer data conversions required by applications distributed over dif-
ferent supercomputers were found to be a major processing bottleneck; by 
exploiting vector processing capabilities, revisions to existing floating point con-
version software resulted in a fifty-fold increase in peak transfer rates  

• Experiments with commercial large-scale parallel processing architectures showed 
processor interconnection performance to be a major impediment to gigabit I/O at 
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the application level; an investigation of optimal data distribution strategies led to a 
selection of application control for data distribution within the processor array in 
conjunction with use of a reshuffling algorithm to remap the distribution for effi-
cient I/O  

• Work on distributed shared memory (DSM) for wide area gigabit networks resulted 
in several latency-hiding strategies for dealing with large propagation delays, with 
relaxed cache synchronization resulting in significant performance improvements 

  
Host I/O was one of the most challenging areas of the testbed effort. In general, it proved to be 
the Achilles’ heel of gigabit networking -- whereas LAN and wide area networking technologies 
could be and were operated in the gigabit regime, many obstacles impeded achieving gigabit 
flows into and out of the host computers used in the testbeds.  
 
A wide range of computers were used, ranging from vector and massively parallel supercomput-
ers to single-processor workstations. Moreover, some testbeds experienced a dramatic change in 
the characteristics of the computers which were available for experiments. At the beginning of 
the project in 1990, state-of-the-art supercomputing was represented by Cray Research super-
computers with a peak performance of approximately 2 gigaflops. By 1994 supercomputer 
performance had increased by an order of magnitude or more, with the Cray vector architecture 
augmented by highly parallel machines such as the Paragon and CM-5.  
 
While applications work in the testbeds emphasized the use of supercomputers, workstation-class 
computers also played an important role. Both Digital Equipment and IBM workstations were 
used as platforms for extensive high speed I/O hardware and software exploration. In the work-
station case, advances in processor technology also allowed replacements with higher 
performance machines. However, project schedules precluded the redesign of I/O boards which 
were specially developed for the original workstation bus architectures, and so later bus tech-
nologies were for the most part not incorporated into this area of testbed work.  
 
Against this backdrop, researchers in all of the testbeds investigated various aspects of the host 
I/O problem, which for this section we take to be the movement of data between an application 
running on a host and an external network, exclusive of the application software itself. This work 
spanned a large number of individual efforts and specific topics, with the latter including: 
  

• direct ATM connections  

• PTM interfacing  

• transport  

• data conversion  

• parallel architectures · distributed shared memory  
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Figure 4-10 illustrates the focal points of this work within a generic host I/O architecture, with 
each effort typically including only a subset of the shaded components. 
 

Figure 4-10. Generic Host I/O Architecture 

 

4.4.1 Direct ATM Connections 
  
Researchers in the Aurora testbed were focused on the use of workstations for gigabit user appli-
cations, dictated primarily by their view that workstation-class computers would replace 
supercomputers as high end platforms in the years ahead. A second major thrust in Aurora was 
the use of ATM as a local area technology to directly connect workstations to ATM switches. 
The Bellcore Sunshine ATM prototype switch was developed as part of Aurora’s activities and 
used for the local workstation connections, as well as for wide area switching, through deploy-
ment of the switch at multiple Aurora sites. An additional opportunity for direct connections was 
provided by the VuNet desk area networking technology developed in Aurora by MIT.  
 
A major challenge of the direct ATM approach was dealing with the small ATM cell size at the 
622 Mbps link speed available in Aurora, including both cell transmission/reception and espe-
cially the segmentation and reassembly (SAR) of cell streams into higher layer protocol units. 
Several distinct efforts were undertaken to explore this domain: Penn, Bellcore and MIT devel-
oped board-level solutions which interfaced to the workstation I/O bus, and MIT also explored a 
novel coprocessor approach. The Bellcore and initial Penn efforts used SONET transmission 
(Figure 4-11), while later Penn versions and the MIT VuNet effort used Glink technology.  
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Figure 4-11. Directly Connected ATM/SONET 

 

A key question for the board-level approaches was how much functionality should be handled by 
specialized hardware and software on the board itself, and how much should be done by software 
using the workstation’s main processor (while leaving enough processor bandwidth to also run 
applications).  

Processing  
The three board approaches represented distinctly different choices in how SAR processing was 
done. The VudBoard approach developed by MIT for VuNet relegated this functionality to the 
main workstation processor, with the I/O board used only to transmit and receive cells on its 
physical layer interface. The other two board approaches both carried out the SAR and ATM 
layer processing functions on the I/O board. The Penn approach used an all-hardware implemen-
tation, while the Osiris board developed by Bellcore used two Intel 80960 processors and 
onboard software. 
  
The AAL protocol used in VuNet was a modified version of AAL5 in which a simpler checksum 
was used to ease software processing requirements. The Penn and Osiris boards supported AAL 
3/4, which unlike AAL5 includes an AAL header within each ATM cell of the adaptation layer 
frame.  
 
The MIT coprocessor approach interfaced the network physical layer directly to the registers of a 
specially designed coprocessor, which was designed to work analogously to that of a floating 
point coprocessor.. The intent was to use the workstation processor for ATM and SAR process-
ing while avoiding the bottlenecks introduced by the traditional I/O bus architecture [2]. 

Bus Transfers and Data Movement 
While processing requirements could be dealt with in a reasonably straightforward manner 
through the use of special hardware or I/O board hardware/software provisioning, the work-
station bus architectures presented a more formidable obstacle. Two general methods were 
available for moving data between the I/O interface and main host memory, programmed I/O 
(PIO) and direct memory transfer (DMA). For the workstations used in Aurora, the DMA choice 
resulted in higher data transfer rates.  
 
The short ATM cell size and high rates combined to reveal significant latency-oriented short-
comings in the workstation I/O architectures. The VuNet and Osiris approaches were originally 
implemented using a DEC Turbochannel bus and one ATM cell per transfer, and found their 
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maximum achievable speed constrained by the latencies associated with bus hardware access and 
transfer control mechanisms.  
 
The transfer of individual cells was necessitated in the VuNet case by its use of the workstation 
processor and memory for ATM and SAR processing in conjunction with a minimal I/O board 
implementation. In the Osiris case, while all cell-oriented processing was performed on the I/O 
board, a choice was made to transfer cell data directly into higher layer protocol buffers in host 
memory, eliminating additional latencies which would otherwise be incurred if the higher layer 
packets were first assembled in buffers on the I/O board. However, the per-cell transfer overhead 
of the bus significantly constrained the achievable sustained transfer rate.  
 
The Penn approach used an IBM RS6000 MicroChannel bus and a linked-list data management 
architecture on the I/O board which allowed larger multi-cell segments of data to be transferred 
across the bus. Initial experiments revealed a bottleneck in the operation of the workstation I/O 
controller, which was replaced with an improved version by IBM later in the project. Of more 
lasting concern was the interrupt overhead associated with the RS6000 architecture, which led to 
the choice of a periodic rather than event-driven interrupt design in order to ensure adequate 
processing bandwidth for applications.  
 
A major bottleneck to achieving gigabit transfer rates common to all of these efforts was that of 
memory buffer copying by the operating system, and part of the work above included exploring 
techniques which moved data from the I/O board directly into application memory space. This 
area is discussed further in later parts of this section.  

ATM Performance  
With a change to two-cell DMA transfers, use of a later-generation DEC-Alpha workstation with 
the Turbochannel bus, and operating system changes discussed below, the Bellcore Osiris board 
achieved a transfer rate of 516 Mbps using the UDP transport protocol. This was the full 
throughput rate available after AAL/ATM/SONET overheads are subtracted from the 622 Mbps 
link rate used, but was also near the maximum transfer rate which could be expected from the 
hardware architecture due to its bus and memory bandwidth constraints.  
 
The initial Penn interface achieved a maximum transfer rate of about 90 Mbps using the UDP 
protocol and a single 155 Mbps SONET link on the RS6000, and it was estimated that this per-
formance would scale proportionally for a 622 Mbps link. A subsequent implementation of the 
Penn interface on an HP PA-RISC workstation achieved a transfer rate of 215 Mbps using the 
TCP protocol and a Glink physical layer [2].  
 
The MIT VuNet DMA interface achieved a maximum application transfer rate of approximately 
100 Mbps using a UDP-like transport protocol and a DEC-Alpha Turbochannel workstation. 
While this was well below the several hundred Mbps rate allowed by the workstation’s bus and 
memory bandwidths, the premise of the VuNet effort was to “ride the workstation processor 
technology curve”, that is to use the simplest specialized hardware interface possible and learn 

 62



how to architect the software so that the result will naturally scale to higher rates when used with 
faster processors. 
  
The MIT coprocessor implementation was not completed due to schedule problems, precluding 
actual measurements. Extensive simulations were carried out to predict its performance relative 
to other approaches, however, and are discussed in detail in [2].  
 
In summary, the testbed work in this area demonstrated both that direct cell-based interfacing of 
workstations to gigabit ATM networks was feasible and that some aspects of workstation archi-
tectures needed to be redesigned to make it reasonable. In particular, the design space 
explorations in Aurora laid the groundwork for the subsequent development of high speed ATM 
SAR chipsets by industry, and provided an understanding of the improvements needed to work-
station I/O architectures for gigabit ATM networking.  

4.4.2 PTM Interfacing 
 HIPPI variable-length packet interfaces were used to connect hosts in the Blanca, Casa, Nectar 
and Vistanet testbeds, and also for some hosts in Aurora. In addition, a variable-length gigabit 
token ring, Orbit, was developed by IBM and used in Aurora, and a general-purpose PTM host 
interface was also developed as part of the Aurora work.  
 
Most of the HIPPI interfaces were provided by computer vendors as part of their supplied 
equipment during the course of the project. Cray Research provided HIPPI interfaces for the 
CRAY YMP supercomputer early in the project, and by the end of 1993 commercial HIPPI inter-
faces were available for most supercomputers and several high-end workstations. Commercially 
developed HIPPI interfaces were used in the testbeds with Sun and SGI workstations and with 
the CRAY YMP, C90 and T3D, the TMC CM2 and CM5, the Intel Delta and Paragon, and the 
MasPar and SGI Challenge supercomputers, and with frame buffer and RAID storage peripher-
als.  
 
For the DECStation workstations used in the Nectar testbed, HIPPI interfaces were developed for 
the project as externally connected equipment (Figure 4-12).  
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Figure 4-12. Nectar Workstation I/O 

 

This was done as part of a more general effort under another contract to develop a device, called 
the Communication Accelerator Block (CAB), which could provide external I/O support to a 
wide range of hosts. Specific CAB implementations were developed for both the DECStation 
and the iWarp (discussed below). The functions of the CAB consist of buffering packets for net-
work transmission and reception, providing TCP protocol checksumming support, and 
interfacing to the host and the network. The workstation unit is called the wCAB, and interfaces 
a HIPPI connection to the Turbochannel I/O bus of the DECStation using off-the-shelf hardware 
components. 
  
Performance of the HIPPI interfaces was strongly dependent on packet length due to the various 
latency and overhead factors of I/O busses and software. Most of the interfaces operated at or 
near the full HIPPI rate of 800 Mbps when measured at the internal HIPPI I/O driver interface 
using a packet size of 65 KBytes. An exception was the wCAB, for which its DMA microcode 
implementation constrained Turbochannel transfer rates to about 200 Mbps. However, it was be-
lieved that the wCAB operation would have been able to achieve full Turbochannel rates had 
more time been available. 
  
MIT developed a general PTM interface board design, called the FLORB, and implemented it for 
a DEC workstation using a Turbochannel I/O bus (Figure 4-13).  
 

Figure 4-13. FLORB PTM Interface 

 
 
Their design consisted of a shared fast SRAM, a single Intel 960 RISC processor, a FIFO at each 
of the four host and network input and output ports, and a DMA controller. A novel aspect of 
their design concerns the way in which the processor controls the data bus, allowing data to be 
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flexibly moved between multiple points on the bus in a single instruction cycle, for example 
from the host input FIFO directly to both the SRAM and the network output FIFO. Throughput 
rates of approximately 400 Mbps were measured for IP traffic, with the limiting factors found to 
be Turbochannel I/O bus arbitration and DEC memory contention effects.  

4.4.3 Transport  
Work above the network layer was largely focused on the TCP and UDP transport protocols, 
along with a comparison of TCP with XTP. Key questions being asked prior to the testbed pro-
ject were whether TCP in particular could run efficiently at gigabit rates on a host’s native 
processor, or needed instead to be executed on an outboard implementation using varying de-
grees of specialized hardware.  
 
The answer is obviously dependent on the power of the processor(s) used to execute the protocol, 
and indeed TCP/IP rates as high as 900 Mbps have been achieved on a dedicated Cray super-
computer in an I/ O driver loopback mode. More generally, however, two factors were found to 
be of key importance for most computers: checksum computation and data movement.  

Checksum Computation 

Since this involves computation on every word of a packet, it is in general a significant overhead 
factor unless it can be combined with other per-word protocol operations. While this can be done 
if programmed I/O is used to move the data from the network interface to host memory, as dis-
cussed above the implementations done in the testbeds concluded that DMA was more efficient 
for the workstations used. 
  
Thus, some of the host interfaces developed for the testbeds used special hardware to compute 
the checksum, passing the result to the host for received packets and inserting it into the header 
for outbound packets. The latter requires that the interface buffer a complete packet before 
transmission, with the checksum typically computed as the packet is moved from the host into 
the interface memory.  
 
The fact that TCP carries its checksum in its header was a source of much debate among high 
speed designers, with some arguing for a standards change to allow the checksum to optionally 
be carried at the end of the TCP packet to reduce the interface buffering requirement. However, 
those arguing that the memory required was not a significant incremental cost compared to prob-
lems associated with a standards change won out, and the checksum continues to be carried in 
the header.  

Data Movement  
The second dominant overhead factor was found to be data movement between the interface and 
the application, that is to say, the operating system. All of the workstation operating systems in 
use at the start of the testbed effort typically performed multiple copy operations on packets, 
copying them between the network interface and operating system buffer space and between the 
latter and application memory space, with an additional packet read/store for checksum computa-
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tion also often involved. Because workstation DRAM speed had not advanced significantly rela-
tive to processor advances during the span of the project, memory bandwidth was the major 
hardware impediment to gigabit I/O and packet copying was thus generally very costly compared 
to the time required to execute per-packet TCP protocol instructions. 
  
Three of the testbed efforts addressed this problem in detail for workstations: the UPenn and 
Arizona/ Bellcore ATM efforts in Aurora and the CMU workstation interfacing effort in Nectar. 
The result in all three cases was to reduce the data movement to a single transfer between the 
network interface and the application’s memory space, achieved through techniques such as host 
memory page remapping or the use of I/O board memory as the intermediate `system memory’.  
 
A fallout of this copy elimination is the resulting need for VCI and other demultiplexing while 
packets are in I/O board memory, in order to be able to map particular data streams into their as-
sociated application memory prior to DMA transfer [2].  
 
Testbed investigations using supercomputers also found significant problems associated with 
protocol-related memory management. Experimentation with the Data Transfer Mechanism 
(DTM) software developed by NCSA for distributed applications communication revealed a 
number of memory-related factors affecting throughput. In particular, they found that the use of 
page alignment and restrictions on buffer sizes could provide as much as 65% performance im-
provement. The primary reason for the improvement was the resulting use of DMA transfers 
rather than copy operations, with multiple writes of smaller buffers preferable to a single large 
buffer write above a certain size [3]. Similar results were obtained in the development of Express 
in the Casa testbed, where miss-matches of packet sizes between different protocol layers within 
the host significantly degraded performance [4].  

Outboard TCP  
Two full outboard TCP/IP implementations were developed in the testbeds, one by LANL for 
use in Casa and one by UNC for use in Vistanet.  
 
The LANL case was motivated by the need to support MPP supercomputers used in Casa which 
did not contain an internal high-performance TCP implementation, for example the TMC CM-2 
and the Intel Paragon. A device called the Crossbar interface (CBI), originally designed to pro-
vide HIPPI networking support for hosts within Casa, was configured with an Intel 486 computer 
board and a Unix operating system to perform TCP/IP protocol processing. The CBI contained 
two HIPPI interfaces, one for connection to a host HIPPI interface and one for connection to a 
HIPPI switch or other HIPPI equipment (Figure 4-14).  
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Figure 4-14. Casa CBI  

 

Special hardware was used in the CBI for computing TCP checksums, and packet data buffering 
was handled in a flow-through manner without processor-based copying. The overall protocol 
processing model was thus similar to that of the workstation cases discussed above, except that a 
PC-class processor was used and the Unix operating system modified to allow processor interac-
tion with the flow-through data hardware. A protocol called SHIP, for Simple Host Intersocket 
Protocol, was developed to present a standard TCP socket interface to applications on the host 
while providing relatively simple data transfers between the host and CBI. SHIP software was 
implemented as a library package on the Paragon and other computers.  
 
A second instance of a full TCP outboard implementation was the NIU (Network Interface Unit) 
developed by UNC in Vistanet. The NIU was developed to provide external HIPPI and transport 
protocol support for the Pixel Planes 5 (PP5) multicomputer, a very fast graphics rendering com-
puter developed by UNC and used for Vistanet experiments. The NIU moved data directly to and 
from PP5 processors using the PP5’s data ring architecture, and provided a HIPPI interface for 
connection to a HIPPI switch (Figure 4-15).  
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Figure 4-15. Vistanet NIU 

 

TCP/IP and UDP/IP protocol processing was supported using a 25 MHz SPARC processor, a 
custom multi-tasking kernel, and a custom protocol software implementation. Like the CBI, the 
NIU used hardware checksumming and flow-through data storage. 

Protocol Performance  

While numerous host-related bottlenecks were uncovered in the course of the testbed work, ex-
periments nevertheless achieved record transfer rates. In particular, a TCP/IP transfer rate of 500 
Mbps was measured between two Cray supercomputers over a 1000-mile HIPPI/SONET link in 
the Casa testbed, establishing a new high for wide area end-to-end transport. The TCP imple-
mentations used in these tests included the high bandwidth windowing and other extensions 
defined as part of the TCP standards.  
 
For workstation-class machines, the Arizona/Bellcore effort achieved a UDP/IP rate of 516 
Mbps using a DEC Alpha 3000/600 175 MHz processor with a Turbochannel I/O bus, the Bell-
core Osiris ATM board and a collocated data source. This reflects the results of eliminating 
memory copying discussed above, and was obtained with the software-based checksum used in 
the implementation disabled. With UDP checksumming turned on, a throughput of approxi-
mately 440 Mbps was obtained.  
 
Other results were constrained to lower rates by various factors, ranging from the hardware and 
software problems discussed above to the shared use of supercomputer data sources. The work 
by UPenn in Aurora resulted in a measured TCP/IP rate of 215 Mbps over ATM/SONET using 
two locally connected HP PA-RISC workstations and software checksumming. The LANL CBI 
outboard TCP/IP implementation in the Casa testbed gave a result of 300 Mbps over HIPPI when 
attached to a Cray, while the Vistanet UNC NIU outboard implementation achieved 350 Mbps 
for UDP/IP and approximately 200 Mbps for TCP/IP over HIPPI/ATM/SONET when used with 
a Cray as the data source.  
 
The Nectar workstation effort by CMU included a careful evaluation of processor utilization, and 
so provides a good basis for extrapolating the testbed results in this area to newer machines. 
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They performed TCP/IP measurements using a DEC Alpha 3000/400 133 MHz Turbochannel 
workstation, an external HIPPI CAB which provided hardware TCP checksumming, and the 
DEC OSF/1 v2.0 operating system modified to support single-copy data transfers. While the 
wCAB limited the maximum interface rate to 200 Mbps, host processor utilization measurements 
indicated that, if 100% of host processor cycles were used for communication processing, a 
maximum TCP/IP rate of close to 700 Mbps could be supported by the processor for a read/write 
memory transfer size of 128 Kbytes, and a rate of 500 Mbps for a transfer size of 64 Kbytes. 
  
This suggests that, with a factor of 4 increase in overall processor speed relative to the Alpha 
processor used in the tests and the 64KB transfer size, a 622 Mbps ATM/SONET link could be 
filled while leaving approximately 75% of the processor available for application processing. 

XTP 
A comparative evaluation of TCP/IP and XTP was carried out by MCNC as part of the Vistanet 
testbed work, using all-software protocol implementations on a Cray YMP-EL (a low-end 100 
MFLOP machine) connected to a HIPPI switch.  
 
The TCP/IP code was optimized to use a combined checksum/copy operation and vectorized 
checksum computation, and included the high-speed extensions to the TCP standard.  
 
The XTP code was an optimized implementation developed by the University of Virginia and 
ported to the Cray Unicos 8.0.2 operating system. Two different checksums were used with the 
XTP code, the one originally defined as part of the XTP standard and the checksum defined for 
TCP. The latter was used as a result of the original XTP checksum’s high computational re-
quirements on the Cray (the TCP checksum was adopted as part of the XTP standard in July 
1994).  
 
Measurements were carried out using 64KB packets for two conditions, one using the Cray’s 
HIPPI driver in loopback mode and the second using a loopback at the external HIPPI switch. 
For error-free operation, TCP/IP provided higher throughput for both test modes, even when 
XTP used the TCP checksum.  
 
A second set of measurements was made to determine the effect of packet errors on throughput. 
Since XTP included a selective retransmission mechanism while TCP did not, it was expected 
that XTP might show an improved relative performance for this case. For single packet errors 
XTP was slightly better than TCP/IP for bit error rates greater than about 2x10

-9 
, e.g. 118 vs 110 

Mbps at a ber of 6x10
-9
. For a simulated burst error scenario in which three consecutive packets 

contained errors, XTP showed a more substantial gain over TCP/IP, giving a throughput of 115 
vs 90 Mbps at a ber of 6x10

-9
.  

 
Since a selective retransmission mechanism is currently undergoing standardization for TCP, the 
advantage shown by XTP under the above error conditions will most likely be eliminated. Thus 
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there does not appear to be an incentive to change from the widely used TCP/IP standard to XTP 
for high speed operation, at least based on throughput and computational cost. 

Data Conversion  
In addition to transport layer processing, data conversions required by hardware data representa-
tion conventions can constitute a major processing requirement at gigabit speeds. In the testbeds, 
conversions between Cray’s 64-bit floating point representation and the IEEE 32-bit representa-
tion used by other testbed computers were found to be a significant bottleneck when standard 
vendor conversion software was used. 
  
This problem was addressed by researchers in the Blanca and Casa testbeds as part of their appli-
cation software support work. In both cases, Sun’s XDR data representation conventions were 
used as a machine-independent format. Since the IEEE floating point format is used by XDR and 
by the non-Cray computers, they isolated the conversion processing to the Cray where its vector 
architecture could be exploited.  
 
Measurements by NCSA using standard XDR conversion software on a Cray YMP resulted in a 
peak rate of only 11 Mbps, whereas a more efficient vector-based routine developed by NCSA 
for the project achieved a peak rate of 570 Mbps. SDSC and Parasoft found similar behavior in 
their Casa testbed work.  

4.4.4 Parallel Architectures 
 Highly parallel computers with distributed memory architectures introduce a new issue to high 
speed host I/O, that of dealing with their internal interconnection networks. For supercomputers 
such as the TMC CM-5 and Intel Paragon which were used in the testbeds, hundreds of proces-
sors, each with individual memory, communicate among themselves and with external I/O 
interfaces via the internal interconnection network. The latter can take many different forms, for 
example a two-dimensional mesh in the Paragon and a hierarchical “fat tree” in the CM-5.  
 
Internal bandwidths between individual processors within the interconnection networks also dif-
fered according to the interconnection architecture, being on the order of 200 MBytes/s in the 
Paragon and 10 MBytes/s in the CM-5, with aggregate bandwidth results depending on the archi-
tecture. While HIPPI interfaces on the machines were individually capable of 800 Mbps, the 
ability to move data between the interface and a set of processors at that rate was a significant 
challenge.  
 
To provide an initial assessment of the CM-5’s I/O capabilities, NCSA measured the data rates 
achievable in moving data between the 512-processor machine and its scalable disk array, theo-
retically capable of reading data at 112 MBytes/s and writing at 100 MBytes/s. The results were 
a maximum read rate of 95 MBytes/s and write rate of 35 MBytes/s, with the interconnection 
network found to be the bottleneck for at least some of the test cases used. In the case of the 
Paragon, the early versions of its operating system software used in the testbeds severely con-
strained achievable network I/O rates. Because of the inefficiencies inherent in its protocol 
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support, an order of magnitude speedup was achieved using an internal raw HIPPI interface with 
the LANL CBI outboard TCP/IP device (discussed above), which allowed most of the normal 
operating system path to be bypassed.  
 
A Cray Research T3D MPP supercomputer was also used in the Casa testbed later in the project. 
This machine consisted of 256 processors and a three-dimensional torus interconnection net-
work, with a peak interprocessor capability of 300 MBytes/s. Unlike the Paragon and CM-5, 
however, its external network connections were made to a Cray YMP used as a front-end for the 
T3D. Thus the HIPPI network connections were interfaced to the shared-memory YMP and did 
not have to deal directly with the interconnection network. 

iWarp Streams Architecture  

Parallel processing work at CMU in the Nectar testbed focused on the iWarp, an experimental 
parallel computer developed by CMU and Intel. It used a torus interconnection network with 40 
MByte/s links to each of 64 processing nodes.  
 
The CAB outboard interfacing engine used for the DecStation HIPPI interfacing discussed ear-
lier was also used with the iWarp, but in a different configuration. Called the iCAB, it provided 
an external HIPPI interface, network buffering and TCP checksum support as in the workstation 
CAB, but was closely coupled to two of the iWarp’s processors which were used as part of the 
I/O interface. The processors were responsible for TCP/IP protocol processing and the coupling 
of the sequential network interface to the iWarp’s internal distributed processor/memory system 
(Figure 4-16).  
 

Figure 4-16. iWarp Distributed Memory I/O 
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The CMU work made the management of data flows between the I/O interface and the distrib-
uted memory array the responsibility of each application, which accomplished this through the 
use of system library code. The latter was part of a streams package, which consisted of the ap-
plication library routines and a Streams Manager program executed by the I/O processors. The 
application (or programmer) thus decided on the best data distribution for its processor/memory 
array based on knowledge of the application’s requirements, while the Streams Manager was re-
sponsible for efficient movement of the total set of current data streams.  
 
A reshuffling algorithm was executed by the array processors to map the application’s data dis-
tribution into one that is efficient for transfer to and from the I/O interface. Experiments with 
reshuffling resulted in internal aggregate transfer rates of 125 MBytes/s for array block sizes as 
small as 128 bytes. Without reshuffling, a block size of about 6K Bytes was required to achieve 
the 125 MByte/s rate, with the 128byte block size yielding only 40 MBytes/s [5].  

4.4.5 Distributed Shared Memory  
An approach to communication between applications called Distributed Shared Memory (DSM) 
was investigated by two research groups. In contrast to the message-passing model used by ap-
plications in most of the testbed work, DSM attempts to emulate a shared-memory 
communication model across a network. The major motivation for doing so is to hide the com-
plexities of networked communication from the application programmer, making it appear to be 
the same as if two or more processes were executing on a single shared-memory computer.  
 
The major obstacle to making DSM work efficiently is end-to-end network latency, which be-
cause of propagation delay is typically much greater even across a local area network than the 
latency encountered within a computer. And while DSM schemes have been implemented suc-
cessfully for LANs, the challenge for testbed researchers was to make it work across a gigabit 
wide area network.  
 
As is the case for internal computer architectures, caching provides a basic mechanism for hiding 
latency, but with the problem of cache consistency greatly magnified by the much larger laten-
cies involved. Thus the testbed work was focused on investigating techniques which could either 
relax cache synchronization constraints or else reduce the latency seen by an application when 
remotely generated data is needed, in either case reducing or eliminating the time an application 
must suspend execution because of a network event. 
  
As part of the work at UIUC, researchers developed a coordinated memory model in which 
cache synchronization is relaxed by optimistic data sharing. That is, a program continues to exe-
cute after changing shared data, optimistically assuming that changes by others are not in transit 
and performing recovery mechanisms only for the hopefully small number of cases in which 
conflicts do occur. Experiments were performed over the Blanca testbed using three representa-
tive applications to evaluate the technique’s effectiveness: a matrix multiplication, a solution 
technique for partial differential equations, and a quicksort algorithm. The first application repre-
sented a reference case in which network latency had no effect on the result, verifying that the 
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coordination scheme did not in fact degrade performance. For the last two applications, a per-
formance improvement of 50 to 60% was achieved when coordination was used with two and 
three nodes. This represented a near-linear processing gain versus number of nodes speedup, 
with computation and communication effectively fully overlapped.  
 
In the Aurora testbed, Penn researchers investigated several different latency-hiding techniques. 
The first was similar to the UIUC approach in that it relaxed cache consistency constraints, using 
a policy of “read gets recent write” instead of the “read gets last write” policy used with strict 
consistency. In addition, this approach used two different page sizes, one for control and a sec-
ond for data, and a mechanism which combined page access with process state control. 
 
Three other Penn efforts investigated ways of directly reducing the latency involved in getting 
data to the application. The first of these used anticipation, in which data was sent to remote 
nodes before it was requested, achieving latency reduction through the use of more network 
bandwidth and storage. The second investigated the use of intelligent caching within the wide 
area network, with a minimal spanning tree used to reduce propagation delay through strategic 
selection of cache locations. The third approach exploited knowledge of the application through 
the use of program-defined objects to achieve optimized caching lookup and reference strategies, 
building on the ideas of the first two schemes.  

4.5 Network Management  

Summary  

  
• In different QoS investigations, a real-time end-to-end protocol suite was devel-

oped and successfully demonstrated using video streams over HIPPI and other 
networks, and a `broker’ approach was developed for end-to-end/network QoS ne-
gotiations in conjunction with operating system scheduling for strict real-time 
constraints  

• An evaluation of processing requirements for wide area QoS queuing in ATM 
switches, using a variation of the WFQ algorithm, found that a factor of 8 increase 
in processing speed was needed to achieve 622 Mbps port speeds relative to the 
i960/33MHz processor used for the experiments  

• Congestion/flow control simulation modeling was carried out based on testbed ap-
plication traffic, with the results showing rapid ATM switch congestion variations 
and high cell loss rates; in other work, a speedup mechanism was developed for 
lost packet recovery in high delay-bandwidth product networks using TCP’s end-
to-end packet window protocol  

• An end-to-end time window approach using switch monitoring and feedback was 
developed and evaluated to provide high speed wide area network congestion con-
trol, and performed according to simulation-based predictions  
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• A control and monitoring subsystem was developed for real-time traffic measure-
ment and characterization using carrier-based 622 Mbps ATM equipment, and was 
used to capture medical application traffic statistics which revealed ATM cell traf-
fic to be more bursty than expected, dictating larger amounts of internal switch 
buffering than initially thought necessary  

• A data generation and capture device for 800 Mbps HIPPI link traffic measurement 
and characterization was developed and commercialized, and was used for network 
debugging and traffic analysis; more generally, many network equipment problems 
were revealed through the use of real application traffic during testbed debugging 
phases  

This section includes testbed work on high speed networking undertaken from a systems view-
point, and includes investigations in the areas of quality of service (QoS), congestion/flow 
control, and traffic measurement and characterization. Work in this area was generally con-
strained by the relatively limited extent of testbed facilities, in particular the existence of only a 
small number of network switches and hosts, and by the amount of time needed to achieve full 
operation of the facilities. To deal with these constraints, analytical modeling and simulations 
were exploited where possible by several of the efforts in the early stages of this work, with test-
bed experiments successfully carried out for limited contexts later in the project. 

4.5.1 QoS 
 Several testbed efforts addressed the QoS problem for high speed networks. This work included 
design, implementation and experiments with a new suite of protocols for handling real-time 
traffic, a detailed investigation of the processing required to support sophisticated QoS queuing 
algorithms in gigabit networks, an investigation of how to provide guaranteed response times to 
applications using general operating systems, and an exploration of optimal QoS dynamic packet 
scheduling. 

Tenet Real-Time Protocol Suite  
Researchers in the Blanca testbed at Berkeley investigated the problem of providing end-to-end 
real-time traffic support in a general mixed-traffic internetworking environment. Their approach 
consisted of developing a suite of real-time traffic protocols to provide IP-level channel setup 
and data forwarding and end-to-end transport, with the protocols intended to operate in conjunc-
tion with the use of TCP/IP for non-realtime traffic.  
 
Called the Tenet suite, it consisted of four protocols: the real-time channel administration proto-
col (RCAP) for channel setup across a set of internetwork routers; the real-time internet protocol 
(RTIP) for IP-level forwarding; the real-time message transport protocol for host-to-host trans-
fers using the underlying RTIP protocol; and the continuous media transport protocol (CMTP), 
used over RTIP for periodic traffic.  
 
The protocols included admission control, priority scheduling, and distributed rate control, and 
were intended to provide mathematically provable performance guarantees based on user-
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specified traffic parameters. Extensive simulations were used to establish the scheme’s perform-
ance, with prototype software then developed for experiments in real networks. The Berkeley-
LBL portion of the Blanca testbed, an 800 Mbps HIPPI network, was used for the high speed 
experimentation. 
  
Because the Tenet suite was designed for operation over packet-switched networks and HIPPI is 
a circuit-switched technology, the RCAP setup protocol had to be substantially redesigned (the 
original Blanca testbed plan was for an ATM network at Berkeley-LBL, but was changed due to 
delays in equipment development). The HIPPI version of RCAP made use of the time division 
reservation system discussed in section 0, allowing RCAP to dynamically reserve time slots 
within each physical HIPPI link for the real-time traffic. 
  
Three experiments were carried out over the HIPPI network using SGI and Sun workstations, a 
single flow for reference purposes followed by two and then three simultaneous flows. Through-
put and time variance data was collected for each case, with the results generally showing stable, 
well-behaved operation with only short transients occurring when a stream was turned on or off.  
 
While these experiments demonstrated good bandwidth-sharing properties for competing real-
time flows, the HIPPI time division scheme prevented simultaneous transmission of asynchro-
nous nonrealtime traffic. To obtain data in the latter context, experiments were also carried out 
using a local 100 Mbps FDDI network and a wide area T1 network connecting Berkeley, UC 
Santa Barbara, UCLA, and UC San Diego. These experiments successfully mixed real-time 
video traffic with varying amounts of background traffic loads, with the video streams essentially 
unaffected by other traffic. 

Weighted Fair Queueing for ATM  

To establish the feasibility of using sophisticated QoS algorithms for ATM cell streams at gigabit 
speeds, MIT and Bellcore collaborated on an investigation of this question in the Aurora testbed. 
As part of their Sunshine switch effort, Bellcore prototyped a second-generation output port con-
troller which could be used both with the switch and as a standalone device for QoS and other 
experiments. Known as OPC-V2, it provided for two 155 Mbps SONET OC-3c data inputs and 
one OC-3c data output, with a second output for switch feedback signaling. An Intel i960CA 33 
MHz processor controlled the actions of hardware which directly handled cell flows, allowing 
different queuing strategies to be applied which could control traffic flows as a function of ATM 
VC identifiers and other parameters. Two hardware sort modules were provided for fast sequenc-
ing of ATM cells.  
 
To establish the gigabit-rate processing capabilities needed for QoS schemes under consideration 
by the IETF and ATM Forum, MIT first investigated ways to simplify weighted fair queuing 
(WFQ) approaches while retaining their key properties. The result was an approximation to hier-
archical weighted fair queuing which could be implemented as a single-level queue structure, 
allowing it to be executed on the OPC-V2.  
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A determination of the number of instructions required by the resulting algorithm revealed that it 
needed slightly more processing power than was available from the I960 to maintain the full out-
put rate of 155 Mbps -- the i960/33 could execute approximately 80 instructions in one ATM cell 
time, whereas the algorithm required 88 instructions per cell. Allowing also for the additional 
background processing required for full operation, MIT estimated that a factor of 2 increase in 
processing speed would satisfy the 155 Mbps rate of the OPC-V2 output port.  
 
Extrapolating from these results, a factor of 8 increase relative to the i960/33 would be needed 
for a 622 Mbps output rate, or roughly an order of magnitude increase for gigabit-rate operation 
of the algorithm. Since the i960/33 was a circa 1990 processor, given processor cost/performance 
trends it seems likely that gigabit operation of a WFQ-class algorithm will be economically 
achievable in the 1996-1998 timeframe.  

Extending QoS to Applications 
Researchers at Penn in the Aurora testbed investigated issues in providing service guarantees to 
realtime applications using general operating system environments and high speed networks. A 
QoS service kernel was designed to provide scheduling-based operating system guarantees to 
meet stringent response time requirements such as those required for remote robotics control. 
This was generalized to a logical framework which established the relationships and require-
ments between application-specified QoS parameters, operating system policies and 
mechanisms, and network QoS services.  
 
To bring these results together for experimentation, a QoS broker was implemented for use in 
controlling a remote robotic arm over an ATM network. The broker negotiates between applica-
tions and underlying networks in an attempt to best satisfy the desired performance, coordinating 
resources over the end-to-end path of the application. Conceptually, the broker is positioned as 
middleware in each endpoint machine, interfacing to applications, the operating system, and 
network I/O. 
  
Testbed experimentation made use of initial broker software implementations on an IBM 
RS/6000 workstation using the AIX Unix operating system at each endpoint, with real-time ro-
botic control computers interfaced to the RS/6000s through bus-to-bus connections. Their 
principle finding was that considerable additional work is needed on general operating systems 
such as the AIX, in order to provide the guarantees needed for robotics and other tightly con-
strained applications. 

Dynamic Packet Scheduling 
A dynamic packet scheduling approach to providing service guarantees in wide area network 
switches and routers was investigated by Wisconsin researchers in the Blanca testbed, using a 
combination of analysis, simulations and experiments. Their work focused on identifying opti-
mal schedulable regions and associated scheduling algorithms for guaranteed and predictive 
service classes, assuming token bucket traffic descriptors. By performing dynamic scheduling to 
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reallocate delay among competing traffic while still satisfying delay targets, they expected to sat-
isfy a larger domain of service requirements than would otherwise be the case. 
  
Experiments were carried out using Blanca testbed facilities between Wisconsin’s Madison cam-
pus and UIUC in Illinois. The configuration included three Xunet ATM switches and an SGI 
workstation used as a router at each endpoint, with special software implemented to provide con-
trollable traffic generation, performance measurements, and scheduling algorithms. Two traffic 
flows were used, a `source’ flow and a background flow, with both sent from Madison to UIUC. 
Five scheduling strategies were compared: static priority, round robin, and dynamic scheduling 
with three different ratios of source to background traffic. For each strategy, experiments were 
run with different source traffic distributions and link utilizations, with dynamic scheduling out-
performing the other approaches in nearly every case [3].  

4.5.2 Congestion/Flow Control  
The large bandwidth-delay product of wide area gigabit networks poses important questions for 
network congestion and flow control schemes, since for bursty traffic the transit time of a burst 
may typically be much smaller than the propagation delay through the network. The small num-
ber of nodes in each testbed made it difficult to carry out meaningful experiments for this 
problem, however, and so it was not a major focus of testbed work.  
 
Some analytical and simulation studies were carried out on selected aspects of the problem by 
NCSU and Berkeley [3,6]. MIT developed modifications to existing TCP protocol mechanisms 
to provide improved congestion control properties for large bandwidth-delay products, in par-
ticular to avoid long retransmission timeouts when packets are lost and to return to a full 
throughput state more quickly after lost packet events [2]. The lost packet events are used by 
TCP in the current Internet to infer the existence of network congestion and invoke a traffic 
backoff/recovery algorithm. 
 
In contrast to reliance on TCP or other strictly end-to-end mechanisms to deal with network con-
gestion, Wisconsin developed a new scheme involving both source and network node 
mechanisms. Called Dynamic Time Windows (DTW), their approach is targeted towards wide 
area gigabit ATM networks with large bandwidth-delay products. It uses a time window at each 
source to control the source’s burstiness, with a larger window duration allowing greater bursti-
ness. Feedback of information from network switches along the source-destination path causes 
the source to dynamically adjust its window as a function of aggregate switch traffic.  
 
DTW is predicated on the use of fixed routes between each source and destination, as is the case 
for ATM virtual circuits, and on the use of weighted fair queuing (WFQ) in each switch. WFQ is 
used to bound additional traffic burstiness introduced by the switches, allowing DTW to bound 
overall network congestion time through control of the source time windows. The scheme allows 
network administrators to trade off packet loss due to switch buffer overflow with the time re-
quired for the network to return to a stable state after congestion occurs, through definition of a 
global network constant.  
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Analysis was used to establish the scheme’s general properties under simplifying assumptions, 
with extensive simulations used to establish its performance for a variety of traffic and network 
situations. The simulation results showed the system to be stable, with its steady-state behavior 
characterized by periodic oscillations of source time windows about their average values. In 
simulation comparisons to a TCP-like end-to-end packet window system, the DTW system had 
lower average network delays and switch packet losses, along with higher source delays. This 
reflects DTW’s more rapid response to network congestion events, resulting in larger queuing 
time of original packets by the source and fewer retransmissions due to dropped packets in the 
network. 
  
Experimental data on DTW was obtained using Blanca testbed facilities between Wisconsin and 
UIUC. A router at Wisconsin was used as the source node, sending traffic through the Wiscon-
sin, Chicago, and UIUC Xunet ATM switches to a receiving node at UIUC. DTW monitoring 
and feedback algorithms were implemented in the Wisconsin switch, with a local traffic genera-
tor at the switch used to introduce bottleneck traffic. A simple weighted round robin algorithm 
was used with the switch’s programmable queuing hardware to approximate the use of WFQ.  
 
The results showed that, at least for the simple experimental configuration used, DTW adjusted 
correctly to different values of congestion thresholds, system loads, negotiated source through-
put, and changing network state. Although the link data rate was limited to 45 Mbps due to 
problems with Blanca 622 Mbps equipment at the time of the experiments, the experiments 
yielded data consistent with the more extensive simulation results and provided valuable experi-
ence with the DTW algorithms under real-world conditions. 

4.5.3 Traffic Measurement/Characterization  
From a network technology point of view, the presence of real application traffic in the testbeds 
had two major benefits: it allowed network problems to be discovered during the debugging 
stage which would not otherwise have been found, and it allowed measurement of the traffic 
properties which result when real high speed networks are used.  
 
Essentially all of the testbeds experienced problems when real traffic was used which did not oc-
cur with artificial traffic sources. Many of the problems involved equipment design subtleties, 
for example timing effects due to traffic burstiness. The use of real applications was especially 
important for this, since the traffic characteristics seen by the network are shaped by the interac-
tion of the application and the network, and so for new contexts such as gigabit networks the 
traffic cannot be realistically generated a priori using artificial means.  
 
One of the research goals of the Vistanet testbed was an investigation of traffic characteristics 
using its dynamic radiation therapy planning application. To allow traffic measurements at the 
testbed’s 622 Mbps OC-12c SONET link rates, a special control and monitoring subsystem 
(CMS) was developed by BellSouth as part of each Network Terminal Adapter (NTA) used to 
interface the testbed’s HIPPI hosts to the ATM/SONET network. The CMS allowed information 

 78



about ATM cells flowing through an NTA to be captured in real-time and saved for subsequent 
analysis.  
 
The CMS was used by Vistanet researchers to capture and analyze radiation dose traffic gener-
ated under a number of different usage conditions, with data captured both at the transmitting 
NTA connected to the Cray source at MCNC and at the receiving NTA collocated with the Pixel 
Planes 5 destination on the UNC campus. For the testbed experiments, flow control was used 
between NTAs communicating across the network and between each NTA and its local HIPPI 
host to prevent overflowing NTA buffers, but no switch-NTA flow control or traffic shaping was 
applied to the ATM cells entering the network. 
  
The resulting histograms showed the application’s ATM cell traffic to be highly bursty -- mean 
link utilization ranged from only 0.27% to 1.2%, with each new dose transfer lasting for 40 mil-
liseconds at an aggregate data rate of 80-90% of the available ATM cell rate (the latter was 
approximately 600 Mbps after subtracting out SONET overhead on the 622 Mbps link). Inspec-
tion of detailed histograms of dose bursts showed an oscillatory pattern of peaks and valleys, 
attributed to the end-to-end HIPPI flow control used in the testbed and possibly also due to Cray 
computation effects.  
 
The different mean utilizations reflect the interburst idle times measured for different usage con-
ditions. When an experienced user was using the system for therapy planning, idle times were 
approximately 2 seconds long and fairly periodic, reflecting user think time before initiating a 
new dose calculation and its resulting 40 millisecond burst transfer. At other times interburst idle 
times were as long as 28 seconds and highly variable, and were associated with demonstrations 
of the system.  
 
Simulations were carried out using the measured data and a model of the testbed’s Fetex 150 
ATM switch to investigate the impacts of the traffic burstiness on cell loss. The results showed 
that a high peak cell loss rate occurred in the switch for highly bursty traffic, and that increasing 
the amount of cell buffering in the switch provided only a relatively small improvement over a 
wide range of buffer sizes. The conclusion drawn from these and other results was that either 
traffic shaping must be used for the ATM cell traffic, or a near peak-rate virtual circuit band-
width allocation must be used to avoid significant cell loss rates.  
 
As part of their Vistanet work, MCNC researchers developed the HIPPI Link Data Analyzer 
(HILDA) to capture 800 Mbps HIPPI traffic statistics. Configured as a single VME-bus board 
for operation on a Sun4 or SGI workstation, HILDA could also serve as a continuous 800 Mbps 
traffic source for network testing and as a standard HIPPI host interface (with data rates con-
strained in the latter mode by the VME bus). For data capture, the HILDA board provided a 
passthrough connection for a HIPPI link, analyzing and displaying the resulting traffic statistics 
on its host workstation or on a remotely located X-windows node. It also provided a capability 
for programmable error insertion onto a HIPPI link. 
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HILDA was used to capture application traffic data on local HIPPI networks and for the evalua-
tion of transport protocols operating over HIPPI links, with analysis of the resulting data carried 
out in collaboration with NCSU researchers. More generally, HILDA proved invaluable for test-
ing and problem diagnosis of Vistanet HIPPI/ATM/SONET facilities, and was also used for 
these purposes by other testbeds. A technology transfer of HILDA took place during 1992, when 
MCNC entered into an agreement with the Avaika Corporation to make HILDA available com-
mercially.  

4.6 Applications and Support Tools  

Summary 
• Investigations using quantum chemical dynamics modeling, global climate model-

ing, and chemical process optimization modeling applications identified pipelining 
techniques and quantified speedup gains and network bandwidth requirements for 
distributed heterogeneous metacomputing using MIMD MPP, SIMD MPP, and 
vector machine architectures  

• Most of the applications realized significant speedups, with a superlinear speedup 
of 3.3 achieved using two machines for the chemical dynamics application; other 
important benefits of distributed metacomputing such as large software program 
collaboration-at-a-distance were also demonstrated, and major advances made in 
understanding how to partition application software  

• Homogeneous distributed computing was investigated for large combinatorial 
problems through development of a software system which allows rapid prototyp-
ing and execution of custom solutions on a network of workstations, with 
experiments providing a quantification of how network bandwidth impacts prob-
lem solution time  

• Several distributed applications involving human interaction in conjunction with 
large computational modeling were investigated; these included medical radiation 
therapy planning, exploration of large geophysical datasets, remote visualization of 
severe thunderstorm modeling and other problems  

• The radiation therapy planning experiments successfully demonstrated the value of 
integrating high performance networking and computing for real-world applica-
tions; other interactive investigations similarly resulted in new levels of 
visualization capability, provided new techniques for distributed application com-
munications and control, and provided important knowledge on problems which 
can prevent gigabit speed operation  

• A number of software tools were developed to support distributed application pro-
gramming and execution in heterogeneous environments; these included systems 
for dynamic load balancing and checkpointing, program parallelization, communi-
cations and runtime control, collaborative visualization, and near-realtime data 
acquisition for progress monitoring and results analysis.  
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The testbeds, through experimentation using a variety of representative applications, provided 
major advancements in the understanding of distributed application problems and in the devel-
opment of related software support tools. Work in this area led to direct scientific and technology 
advancements in particular application domains, and more generally mapped out new approaches 
to solving very large computational problems.  
 
From a networking perspective, the application investigations can be grouped into two catego-
ries: those in which network interaction is only between computers, and those which involve 
human interaction. Applications in the first group (“distributed computation”) attempt to mini-
mize the wall-clock time required for a given problem, whereas applications in the second group 
(“human interaction”) are concerned with providing a response to human input within a time 
deemed acceptable by the user. 
  
For distributed computation, as processing power increases, the time for an incremental compu-
tation decreases, requiring proportionally higher network data rates to allow communication 
exchanges to keep up with computation (for a given problem size). As the transmission time be-
comes smaller due to the higher data rate, communication latency across the network becomes 
dominated by the speed-of-light propagation delay. For applications requiring two-way data ex-
changes between machines, this can cause further speedup gains to diminish as incremental 
computation time becomes smaller than the propagation delay. 
  
This is illustrated in Figure 4-17A, where propagation delay causes both hosts to stop and wait 
for their next data input. In the one-way exchange shown in Figure 4-17B, on the other hand, 
propagation delay only affects the start of host B’s timeline.  
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Figure 4-17. Pipelining and Propagation Delay 

 

In many problems involving human interaction, on the other hand, a response time of from one 
to several seconds is acceptable to users, depending on user expectations and the cost associated 
with waiting for a response. Since the propagation time for light through an optical fiber span-
ning the US is on the order of 30 milliseconds, propagation latency should not normally pose a 
problem for data communications directly involving the user. However, applications in the hu-
man interaction category may also involve two-way or n-way distributed computation as part of 
the processing initiated by user input. Thus even though the total computation interval for the 
user response may be on the order of one second or more, propagation latencies could still pre-
vent the computation from being completed within the desired user response time.  
 
In the following, testbed results are first presented for `pure’ distributed computation applica-
tions, followed by applications involving human interaction. The last part of this section 
summarizes testbed work which was focused on the development of software for supporting ap-
plications in a distributed heterogeneous metacomputing environment.  

4.6.1 Distributed Computation 
  
Four representative applications were investigated in this category: a molecular reaction model-
ing problem, global climate modeling, chemical process optimization, and branch and bound 
combinatorial problems. In most cases, the time for obtaining results for interesting problem 
sizes on a single machine ranged from several hours to weeks using the fastest supercomputer 
available at the beginning of the project, with the problem size and/or accuracy of the results cor-
respondingly constrained.  
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The nature of the first three applications allowed a functional distribution of key software com-
ponents, enabling the possibility of superlinear speedups through the use of heterogeneous 
computer architectures, and such speedups were in fact realized during the project.  
 
Even for cases limited to linear speedups due to problem homogeneity or because computer ar-
chitecture did not make a significant difference, the resulting speedups enabled a major advance 
in the amount and quality of data which could be obtained. And beyond the speedup factor, test-
bed experience revealed or confirmed a number of other benefits of metacomputing, foremost 
among them the ability to take advantage of already-installed software and local expertise at a 
site, rather than having to port the software to another site.  
 
Having said this, software development and porting did in fact account for a major part of test-
bed application activities. One reason for this was that MIMD MPP machines were not available 
on a production basis prior to the start of the project, precluding the use of existing application 
software which took advantage of the new machine architectures. A second reason was that most 
existing software was written for execution on a single machine, and so needed to be partitioned 
for distributed execution over a wide area network. Gaining an understanding of how to partition 
applications for heterogeneous metacomputing was in fact one of the key goals of the testbed 
applications research, and accounted for much researcher time in the early phases of the project.  
 
Two important dimensions common to the applications of this group are problem size and com-
putational granularity. Measures for problem size are specific to the type of problem, for 
example the number of simulated years and spatial resolution used in a global climate modeling 
computation. Computational granularity is a measure of the incremental computation associated 
with network data transfers for a given problem size.  
 
For problems involving two-way (or n-way) interchange dependencies, one would like to find 
maximal speedup distributions with computational granularities which are much larger than net-
work propagation times, thus negating speedup degradations due to speed-of-light latencies. For 
many problems, achieving this for the maximum-size problems which can be run with present 
processing power implies continuing to achieve it as processing power increases, since research-
ers will eagerly increase the problem size to use the new capacity. 
  
In the following, the quantum chemical dynamics application is an example of a one-way pipe-
line flow in which computational granularity need not be large compared to propagation time 
(providing the right choices are made for the associated communication protocols). In the global 
climate model application, on the other hand, processing is sequentially dependent on inter-
changes in both directions between its distributed components, and as a result is directly 
impacted by propagation time. 
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Quantum Chemical Dynamics  

This application provides an example of basic scientific investigation through computer model-
ing. The objective is to predict the rates and cross-sections of chemical reactions from first 
principles using quantum mechanics, providing an understanding of chemical reactions at the 
molecular level. The work was carried out in the Casa testbed by researchers at Caltech, using 
supercomputers at all four Casa sites over the course of the project.  
 
The problem solution consists of three steps: local hyperspherical surface function (LHSF) calcu-
lations, log-derivative (LOG-D) propagation calculations, and asymptotic (ASY) analysis. The 
first two steps are centered on matrix calculations and require large amounts of machine time for 
matrix diagonalization, inversion, and multiplication. The third step is not computationally inten-
sive, and can be done in series with the other steps without impacting the total solution time.  
 
The measure for problem size here is the number of “channels” used for the computation, with 
the number of channels directly determining matrix size. The channels represent the number of 
molecular rotational and vibrational states used in the modeling, which determines the level of 
detail obtained in the results. Typical problem sizes in the tested work involved on the order of 
1000 channels. 
  
This problem involves a small amount of data input, e.g. the initial conditions and size parame-
ters, and large amounts of data output, in the range of hundreds of Megabytes to Gigabytes. Its 
computational structure made it a good candidate for heterogeneous metacomputing, since the 
LHSF and LOG-D steps provided natural architecturally-related partitioning choices. The inten-
sive part of LHSF computation involved matrix diagonalizations, which was well-matched to 
vector processing, while LOG-D computation involved primarily matrix inversions and multipli-
cations, which could be done efficiently on MPP machines (Figure 4-18).  
 

Figure 4-18. Quantum Chemical Dynamics 

 

A one-way pipelined distribution (Figure 4-17B) was developed by Caltech researchers in which 
a set of LHSF matrix calculations for a single hyperspherical sector were performed on a vector 
machine and the results sent to an MPP machine for LOG-D processing. Once the first sector’s 
data was sent, both machines could then perform computations in parallel using this pipeline. 
When all matrix computations were completed, ASY processing was then carried out on the 
MPP machine.  
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Using a 1000-channel problem size, a single Cray YMP CPU at SDSC with a processing power 
of 0.2 Gflops, and a 64-node Intel Delta configuration at Caltech, a 5 Mbps data rate (the Delta’s 
maximum I/O rate) allowed LHSF data to be transferred and the next LHSF computation to be 
completed in parallel with an incremental LOG-D computation. Using an analytical model to ex-
trapolate this work to two machines with a processing power of 10 Gflops each, a 900 Mbps data 
rate would allow the problem size to be increased to 3700 channels and the pipeline again kept 
full.  
 
To determine the resulting speedup, the wall-clock time for the distributed solution was com-
pared to the wall-clock times which resulted when all execution was done on each machine 
alone. The problem required 29 hours to run on the single Cray C90 CPU and 28 hours on the 
64-node Intel Delta. With the problem partitioned among the two machines as described above, 
total execution time was 8.5 hours, resulting in a superlinear speedup factor of 3.3.  
 
In a later set of three-machine experiments, a single-processor Cray YMP located at LANL 
shared the LHSF processing task with an 8-processor configuration of the C90 at SDSC, while 
LOG-D processing was done using 128 nodes of an Intel Paragon at Caltech. Using a problem 
size of 512 channels, a speedup factor of 2.85 was achieved. This non-superlinear result was at-
tributed to the imbalance of computational loads due to the relatively low-powered LANL 
machine used in the configuration.  
 
To provide a comparison to the experimental results, a detailed analytical model was developed 
by Caltech and used to predict expected speedup gains as a function of problem and machine 
configuration variables. For the two-machine case the model gave excellent agreement with ex-
perimental results for a wide range of problem sizes. In the three-machine case, experimental 
speedup gains were about 20% less than the model’s predictions due to its balanced-load as-
sumption.  
 
In summary, the quantum chemical dynamics work confirmed the superlinear speedup capability 
of wide area metacomputing and dramatically reduced the time required to solve an important 
class of problems, significantly advancing computational modeling capabilities for fundamental 
science. As proof of its effectiveness, the increased accuracy provided by the testbed experi-
ments produced new results concerning the geometric phase effect in hydrogen reactions [4]. 

Global Climate Modeling 
This application, investigated by UCLA, SDSC, and LANL in the Casa testbed, has as its objec-
tive the prediction of long-term changes to the earth’s climate through the use of atmospheric 
and ocean computer models. Each of the models is a large software program reflecting many 
years of development, and each incorporates a large body of theoretical and empirical knowl-
edge. Several different programs have been developed over time by different groups of 
researchers for execution on particular machines.  
 
Because the atmosphere and oceans strongly influence each other, the model for one must ex-
change data with the model for the other as the computation proceeds. The problem size for this 
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application is determined by the spatial resolution used and the number of calendar years of time 
simulated by the coupled models. 
  
Much of the Casa work was based on an atmospheric general circulation model (AGCM) devel-
oped at UCLA and an ocean general circulation model (OGCM) developed at Princeton. The 
problem resolution used with these programs was 5 degrees longitude, 4 degrees latitude, and 9 
atmospheric levels for the AGCM, and 1 degree longitude, 0.3 degrees latitude, and 40 depth 
levels for the OGCM. 
  
A second ocean model developed at LANL was also used in Casa later in the project in conjunc-
tion with the UCLA AGCM model. Called the Parallel Ocean Program (POP), it was developed 
specifically for execution on LANL’s CM-5 MPP to provide higher-resolution simulations. Us-
ing 256 nodes of the CM5, the POP could provide ocean modeling resolutions of 0.28 degrees 
longitude and 0.17 degrees average latitude with 20 depth levels.  
 
The AGCM and OGCM programs provided a natural starting point for distributing the global 
climate modeling problem among the nodes of a metacomputer, since they were already sepa-
rately implemented and had well-defined data exchange interfaces. However, each of these 
programs could also be readily decomposed into two functions, yielding a total of four distinct 
components: AGCM Physics, AGCM Dynamics, OGCM Baroclinic, and OGCM Barotropic. 
These components had significantly different machine-dependent execution times. For example, 
the AGCM Physics and Princeton OGCM components ran about a factor of three faster on the 
MPP architecture of the Intel Paragon than on a vector-based Cray C90 CPU, whereas the 
AGCM Dynamics was faster on the C90.  
 
An important logical constraint on possible component distributions was imposed by the prob-
lem’s data exchange requirements. The results of an AGCM Physics incremental computation 
had to be passed to the AGCM Dynamics and OGCM Baroclinic components before the latter 
could proceed with their computations, and the Baroclinic results had to be passed to the Physics 
and Barotropic components before they could proceed with their next computations (Figure 4-
19). Thus a two-way sequential exchange was required between the Physics and Baroclinic com-
ponents, constraining parallelism choices and making network latency a potentially limiting 
factor in the speedup which could be achieved. 
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Figure 4-19. Global Climate Modeling Exchanges 

  

Fortunately, the incremental computation intervals for the C90-Paragon distribution were on the 
order of 1-2 seconds, making network speed-of-light latency insignificant. For the problem size 
used, if there was no overlap of computation and communication, the amounts of data exchanged 
required a transmission data rate on the order of 100 Mbps or higher to keep total network la-
tency from adding significantly to solution wall-clock time. If the problem resolution and 
processing speed is increased, the network data rate must also be increased to maintain this re-
sult.  
 
On the other hand, if data generation is spread out over the computation interval, the data can be 
sent in parallel with the computation and the data rate requirement correspondingly reduced. As 
part of their work, UCLA researchers developed a subdomain computation method which did in 
fact allow communications to take place in parallel with computation.  
 
Taking all of these factors into account and using a configuration consisting of one CPU on the 
C90 at SDSC and 242 nodes on the Paragon at Caltech, a speedup of 1.55 was obtained using the 
best possible component distribution. The total time to run all components on only the Paragon 
was 9.5 hours per simulated year, which was reduced to 6.2 hours/year using both machines. 
Further reductions in total solution time became possible in the latter part of the project when a 
Cray T3D was installed at JPL. Using a combination of measurements and estimated speedups 
for individual components, the estimated solution time with all components running on the T3D 
was 6.6 hours/year. By distributing the components among the T3D and two CPUs on the SDSC 
C90, a total estimated solution time of 2.9 hours/year and speedup of 2.2 was obtained.  
 
The metacomputing results for this application, while not achieving significant superlinear 
speedups, nevertheless can be seen to give significant reductions in solution wall-clock time. Of 
perhaps equal importance is the ability to couple improved-resolution models such as LANL’s 
POP, developed explicitly for execution on the CM-5, with the UCLA or other atmospheric 
models. For this problem class, the enabling of collaboration-at-a-distance among research 
groups working different aspects of the problem may outweigh the absence of dramatic speedup 
gains.  
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In related work done by SDSC for the GCM application, a visualization tool called HERMES 
was developed to allow near-realtime monitoring of GCM progress during a run. The data gener-
ated by applications such as GCM is very large; for example, the LANL POP program generated 
nearly 50 gigabytes of data for each simulated year. Prior to HERMES this data was typically not 
able to be meaningfully examined until a run was completed, which was very costly in situations 
where errors in initial conditions or instabilities invalidated the results. HERMES allowed scien-
tists to monitor progress during the run while introducing an overhead cost of only about 15% to 
the run’s wall-clock time for the additional I/O processing required to send data to the visualiza-
tion workstation.  

Chemical Process Optimization 
 Researchers at CMU in the Nectar testbed investigated the distribution of a chemical process 
optimization problem using heterogeneous metacomputing. The goal of this application is to im-
prove the economic performance of chemical processing plants through optimal assignment of 
resources to processing units, and is representative of a large class of stochastic optimization 
problems in other fields. Real problems of interest have a combinatorially large solution space, 
and serial algorithm solutions have been limited by their computation time to relatively small 
problems. 
  
The availability of a SIMD CM-2, a MIMD iWarp array, and a vector-based C90 in the Nectar 
testbed allowed CMU to implement new parallel algorithm solutions for the major parts of the 
problem, while executing vectorized tasks where appropriate on the C90. The set of algorithms 
used were not previously implemented in a form which allowed execution on a single machine, 
precluding a direct speedup comparison for this work.  
 
The problem size for this application is determined by parameters representing raw materials, 
processing units, costs, and the number of samples and grid points used in the computations. For 
this investigation the number of samples and grid points were fixed and a single variable, n, used 
to represent problem size.  
 
The solution has two phases: a data generation and analysis phase, followed by a Linear Assign-
ment Problem (LAP) solution phase. The data generation reflects the real world modeling of the 
problem, and was done on the 64-node iWarp array located at CMU. As this computation pro-
ceeded, output data was sent to the C90 at the Pittsburgh Supercomputer Center (PSC), where a 
single CPU was used to analyze the data and compute cost matrix elements. This data was then 
sent to a 32K-node CM2 at PSC.  
 
Phase two, LAP solution, began once all data from the first phase was received by the CM2. This 
phase consisted of three discrete steps: first the CM2 computed a reduced cost matrix used for 
LAP solver initialization and sent the results to the C90, which performed the next LAP compu-
tational step; these results were then sent back to the CM2 for the final stage of LAP solution 
processing (Figure 4-20). 
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Figure 4-20. Chemical Process Optimization 

  

Parallel computation was possible in the first phase, which due to its one-way data flows allowed 
the iWarp to compute continuously and a simple pipeline to be formed. Because the cumulative 
execution times for both the C90 and CM2 were only a few percent of the execution time re-
quired by the iWarp in this phase, total time was relatively insensitive to the computational 
granularity used by the iWarp for passing data to the C90. For example, for a problem size of 
n=4000, the iWarp required 13 minutes for its total computation; when divided into 8 intervals, 
500 MBytes was generated for transmission to the C90 in each interval. Since transmission of the 
data could be spread out over the iWarp computation interval, in this case a data rate of only 50 
Mbps allowed communication to the C90 to keep up with computation (with smaller rates re-
quired for C90 to CM2 transfers). 
  
In the LAP solution phase, a single two-way exchange was required between the CM2 and C90, 
with computation and communication occurring sequentially, precluding the use of pipelining. 
For the n=4000 problem size, total CM2 execution time was 3.2 minutes, C90 time was ap-
proximately 50 seconds, and for a data rate of 100 Mbps or higher the sequential data transfers 
did not significantly add to total LAP solution phase time.  
 
To determine how solution times and data rate requirements scaled with more powerful ma-
chines, CMU researchers developed a set of analytical models based on trace data obtained from 
the experimental runs. The results showed that, as the number of iWarp nodes is increased, it 
ceases to be the bottleneck and total solution time becomes quite sensitive to network bandwidth. 
For a 1000-node iWarp machine (estimated to be roughly equivalent to a medium-sized Intel 
Paragon), a data rate of at least 800 Mbps is required to prevent its data transfers to the C90 from 
becoming a bottleneck. 
  
Two issues of note in the experimental work concerned format conversions and machine avail-
ability. Floating point format conversions on the C90 for data received from the iWarp made up 
about 35% of total C90 execution time for first-phase processing. Although masked by total 
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iWarp processing for the n=4000 case, the impact of this processing becomes significant as 
iWarp execution time is reduced. 
  
Machine availability here refers to whether the machine was dedicated or shared during the run. 
For these experiments, the CM2 and iWarp processor arrays were dedicated while the C90 was 
shared with other jobs. Since C90 execution time was a small percentage of total time in both 
phases, its variability did not significantly impact the results: it was masked by the continuous 
iWarp processing in the first phase, and its impact on total time was less than 1.5% in the se-
quentially-executed second phase. While the C90 variability would have a greater impact as 
CM2 processing power is scaled up, this result demonstrates that tight coordination of all meta-
computer machine resources is not required for some problems.  

General Branch and Bound Problems 
A Nectar testbed effort involving Purdue University researchers investigated a class of large 
combinatorial problems using the well-established branch and bound solution framework. Unlike 
the other distributed computation efforts discussed above, their work was based on homogeneous 
metacomputing using a network of workstations. Another difference was their focus on a general 
problem-solving solution rather than using a specific problem as the basis for their investigation.  
 
Building on earlier distributed application work for particular branch and bound problems, they 
developed a software system for rapidly prototyping custom solutions for a large class of prob-
lems. Called DCABB (Distributed Control Architecture for Branch and Bound Computations), 
the software provides algorithm parallelization and distribution while also allowing the user to 
tailor the parallelization details to his or her specific problem. DCABB handles the details of as-
signing computation to individual nodes and the communications among them using a message-
passing paradigm, and deals with problems such as node or network failures.  
 
A special high level language called CLABB, Control LAnguage for Branch and Bound, was 
also developed to allow users to specify their particular algorithms. The CLABB specification is 
then parsed into a programming language such as C++, providing portability across a wide vari-
ety of platforms. The DCABB execution environment includes tools for monitoring and 
visualization of progress during a run, allowing the user to gain insights into changes needed for 
solution optimization. 
 
The measure of problem size for this problem class is node size, the amount of information (in 
kilobytes) associated with each node of a problem’s combinatorial tree. The node size reflects 
the number of elements and level of detail describing the problem, and is directly related to the 
amount of processing which must be performed for each node of the tree.  
 
The time required to compute an individual tree node result defines the computational granular-
ity of the distribution. DCABB distributes queues of tree nodes among the processors comprising 
the metacomputer, with data exchanged when a tree node computation is completed. The notion 
of pipelining is thus quite different for this case than the previously discussed applications -- 

 90



work proceeds in parallel but asynchronously among the set of processors, with highly bursty 
data transfers taking place as processors become idle and tasks are redistributed. The associated 
data/control exchange topology is in general n-connected, as shown in Figure 4-21.  
 

Figure 4-21. DCABB Data Exchange 

 

To explore the resulting system performance, a generic branch and bound search process was 
developed which generated combinatorial trees similar to those for many real problems. By ma-
nipulating a number of control parameters, this approach allowed more general results to be 
obtained than if tests had been carried out for a few specific problems. Data was obtained for a 
range of key parameters using a network of eight DEC Alpha 3000/500 workstations and two 
network configurations, the first consisting of a shared 10 Mbps ethernet and the second consist-
ing of switched 100 Mbps links. By comparing results for the different bandwidths, the impact of 
communications on total problem solution time could be characterized.  
 
Experiments were run for problem sizes of 10, 100, and 1000 KBytes and computational 
granularities (node execution times) of 20-40, 200-400, and 800-1000 milliseconds, where a 
smaller granularity represents a processing speedup due to a faster algorithm or more powerful 
processor. The results showed that, for a given network bandwidth and sufficiently large problem 
size, there is a point beyond which decreasing the granularity results in an increase in total solu-
tion time due to increased communication requirements. 
  
For the 1000 KByte problem size, solution time in the ethernet case monotonically increased as 
granularity was decreased from 800-1000 to 20-40, implying that the problem was constrained 
by the network bandwidth for all granularities used. When this problem size was repeated using 
100 Mbps links, total solution time was reduced by a factor of two for the 20-40 granularity rela-
tive to the ethernet case. The solution time was smallest for the 200-400 granularity value, rising 
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again as the granularity was increased to the 800-1000 value. This implies that a still higher net-
work bandwidth was required for this problem size to realize the speedup afforded by the 20-40 
granularity. 
  
The 100 KByte problem size showed a slight reduction in solution time with the higher band-
width at the 20-40 granularity, indicating its bandwidth requirements were just beginning to 
exceed that provided by the ethernet at that point. For the 10 KByte problem size, the smallest 
solution time was obtained at the 20-40 point and increasing the bandwidth did not reduce this 
time further.  
 
Overall, while DCABB’s bursty communication requirements are difficult to characterize in de-
tail, the experimental results demonstrated that bandwidths greater than 100 Mbps are needed for 
problem sizes on the order of 1000 KBytes or higher. Because of the non-overlapped n-way 
communication exchanges required, however, propagation latencies may impose limits on solu-
tion time reductions as bandwidths are increased beyond a certain point, particularly when wide 
area networks are used.  
 
In addition to advancing our understanding of distributed computation using high speed net-
works, the DCABB work has produced an important methodology for solving large 
combinatorial problems. As a result of strong interest by industry, a company has been formed to 
develop and market a commercial version of DCABB directed at the solution of Mixed Integer 
Linear Programs, a technology widely used by manufacturing, retail distribution, and other in-
dustries.  

4.6.2 Human Interaction  
Each of the applications described in this section involve human interaction, in which computa-
tion is initiated by a user input and terminates when the resulting response has been transferred 
and displayed to the user. In most cases the response consists of a visualization of a modeling 
computation, either a single display frame or a sequence of frames depicting motion, with gen-
eration of the latter possibly continuing until the user’s next input. All involve computation 
requiring one or more supercomputer-class machines, with a workstation used as the user input 
device. The workstations were typically also used for the display, but other display devices such 
as stand-alone high speed frame buffer displays and a CAVE visualization facility were used as 
well.  

Dynamic Radiation Therapy Planning 
This Vistanet testbed application explored the use of interactive distributed computation and 
visualization for medical treatment planning. A collaboration of physicians and computer science 
graphics researchers at the University of North Carolina investigated the problem of generating 
radiation treatment plans for cancer patients, using Vistanet’s ATM/SONET network. The goal 
of the application was to enable physicians to interactively explore the space of 3D treatment 
plans for different numbers of radiation beams and placements, working with a computerized 
tomography (CT) scan of the patient obtained prior to the planning session. A more general re-
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search goal of this work was the exploration of new network-based graphics generation tech-
niques. 
  
Treatment planning up to this time was typically limited to two-dimensional planning of beam 
angles, shapes and other variables, which generally led to sub-optimal treatment plans. The 
premise for the Vistanet work was that 3D planning would allow more accurate treatment plans 
to be developed, significantly improving patient cure rates while reducing problems caused by 
irradiation of non-targeted regions of the body. Because of the very large exploration space cre-
ated by 3D planning, however, an interactive visualization-based capability was required which 
would let a physician quickly find good solutions. A response time of at least one frame per sec-
ond was considered necessary to make the system useable, with much faster rates desirable to 
allow continuous visual inspection as the orientation of the 3D display is changed.  
 
To accomplish this, two major computational steps had to be carried out. First, the tissue radia-
tion dosage resulting from a given set of beam parameters had to be calculated relative to the 
patient’s CT scan, then the resulting 3D dose distribution data had to be rendered into a 3D vol-
ume visualization, with the computations under interactive control of the user.  
 
To provide the accuracy required in the results while attempting to meet the interactive response 
time constraints, three distinct machines were used -- an 8-processor Cray YMP located at 
MCNC, a specialized parallel-processor rendering machine called the Pixel Planes 5 (PP5) lo-
cated in the UNC Computer Science department, and an SGI Onyx workstation located in the 
UNC Radiation Oncology department for physician interaction. Radiation dose data was com-
puted on the Cray and sent to the PP5 for rendering, which sent the results to the SGI for display. 
User control inputs were sent from the SGI to the Cray to specify new beam parameters and to 
the PP5 for rendering control (Figure 4-22). 
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Figure 4-22. Radiation Treatment Planning 

  

Both the Cray dose computations and PP5 rendering required more time for full accuracy than 
allowed by the one second per frame criteria (the PP5 was considered to be the most powerful 
rendering machine available relative to the 1990 time frame). To solve this problem within the 
processing power available at the time, a one-way computation pipeline was used in conjunction 
with progressive refinement and other rendering techniques. This allowed users to trade accuracy 
for speed of presentation, letting them move more rapidly through a set of beam placement 
choices. As the presentation reached a stationary state, the display was made more accurate.  
 
Each display frame of dose data computed by the Cray resulted in from 4-8 MBytes of data sent 
to the PP5, with up to 3 MBytes per rendered frame sent by the PP5 to the SGI. Since approxi-
mately 500 Mbps of data throughput was available from the 622 Mbps ATM/SONET network 
link, sending 8 MBytes required approximately 0.13 seconds of transmission time. Thus, net-
work bandwidth constrained the achievable frame rate to about 8 frames/second for the 
maximum data transfer conditions.  
 
Letting the time required by the Cray to compute one frame of dose data define the pipeline 
computational granularity, a Cray rate of 1 frame/second provided 0.87 seconds of rendering 
time on the PP5. By adjusting the accuracy of its 3D volume rendering to match the available 
time, the rendering could be adapted to the current frame rate. This was accomplished through a 
combination of adaptive sampling, progressive refinement, and kinetic depth effect techniques 
developed by UNC researchers during the course of the project.  
 
By using these and other techniques to maximize visualization detail within the imposed time 
constraints, the application successfully realized its goal of generating improved cancer treatment 
plans. More generally, it provided new insights into the importance of correct 3D perception in 
dealing with large and complex amounts of data through interactive visualization, and provided 
directions for further research in this area.  
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Remote Visualization 

NCSA investigated a number of different supercomputer applications in the Blanca testbed, in 
order to gain an understanding of how their functionality can be best distributed for interactive 
visualization using a high speed network. During the course of the project, several high perform-
ance computers were available at NCSA: a Cray YMP, a TMC CM-2 and CM-5, a Convex 3880, 
and an SGI Power Challenge. In addition, the CAVE visualization facility developed by the Uni-
versity of Illinois became available in the latter part of the effort.  
 
Much of their work was concerned with determining the data rates which could be sustained by 
different applications when optimized for a particular machine, with the applications partitioned 
to perform simulation computations on one machine and visualization rendering and display on a 
second machine, typically a high performance workstation (Figure 4-23). 
 

Figure 4-23. Remote Visualization 

  

An early experiment used a 3D severe thunderstorm modeling application running on a Cray 
YMP, to determine the maximum data rate which could be generated by the code. Using DTM 
for communications support, a rate of 143 Mbps was measured. The code was later ported to the 
CM-5 and then to the SGI Challenge, and the CAVE visualization system also used. The move to 
the higher-powered CM-5 in particular demonstrated the value of providing the visualization 
function on a physically separate machine from the modeling computations, since the CM-5 port 
required major restructuring of the modeling software for the highly parallel distributed memory 
CM-5 environment, while the visualization software remained constant and could be used with 
multiple modeling engines. 
  
Other interactive-based work by NCSA included investigation of I/O rates for a cosmology mod-
eling application. The results showed this application could generate output at a rate of 610 
Mbps, requiring real-time transfer of the data to networked storage devices to avoid filling stor-
age on the CM-5. Early work with a neurological modeling problem on the CM-2 showed that 
application capable of generating data at a rate of 1.8 Gbps; however, experiments which sent 
data from the CM-2 to a Convex 3880 over a HIPPI channel could achieve only about 120 Mbps, 
with CM2-HIPPI I/O and data parallel-serial transformation determined to be the bottlenecks. A 
general relativity application which modeled colliding black holes was run on both the CM-5 and 
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SGI Challenge, with the Challenge used to perform visualization processing and transfer the re-
sults to the CAVE display system. Users could also steer the modeling computation from the 
CAVE. 
  
The Space Science and Engineering Center (SSEC) at the University of Wisconsin also carried 
out remote visualization investigations within the Blanca testbed. Their work focused on creating 
a distributed version of Vis-5D, an existing single-machine program for interactively visualizing 
modeling results of the earth’s atmosphere and oceans. Experiments were carried out over 
Blanca facilities using an SGI Onyx workstation at Wisconsin and three different supercomput-
ers at NCSA: a 4-processor Cray YMP, a 32-processor SGI Challenge, and a TMC CM-5.  
 
The resulting distributed version of Vis-5D partitioned the visualization functionality such that 
rendering was performed on the SGI workstation at the user’s location, while more general com-
putation such as isosurface generation was done on the remote supercomputer under interactive 
control of the workstation user. Experiments using the Cray YMP in dedicated mode showed a 
sustained transfer rate of 91 Mbps from the Cray to the SGI workstation, with queue size obser-
vations indicating that communication rather than computation was the bottleneck. Similar 
results were obtained using the SGI Challenge as the server, with a sustained rate of 55 Mbps 
measured. 
  
For the CM-5, the Vis-5D server code was first ported to run in MIMD mode to maximize the 
isosurface generation rate. However, this approach could not be completed due to a lack of sup-
port for the MIMD mode’s multiplexed I/O by the DTM communication software used for the 
experiments. A SIMD software port was pursued instead, but yielded poor performance -- it was 
found after further investigation that a critical aspect of the algorithm was executed serially by 
the hardware independently of the number of processors being used. Because of delays experi-
enced in establishing an operational state for some of the facilities used for these experiments, 
time did not allow a resolution of these findings.  

CALCRUST: Interactive Geophysics 
Researchers at JPL in the Casa testbed used an interactive geophysics application to investigate 
computationally intensive problems involving very large distributed datasets. The goal was to 
allow interactive 3D visualization of geographic data through the integration of three distinct 
data sources: Landsat satellite images, elevation data, and seismic data, with the data set sizes 
ranging from hundreds of megabytes to several gigabytes. This effort thus combined networked 
databases, distributed computation, and remote visualization in a single metacomputing applica-
tion (Figure 4-24).  
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Figure 4-24. CALCRUST Metacomputing 

 

In order to achieve reasonable interactivity, an elapsed time of one second or less was desired 
between the user’s view selection and display of a static 3D rendering. For fly-by visualizations, 
the goal was to generate 10-15 frames per second. However, using a single computer such as the 
Cray C90 for all computations required on the order of 30 seconds to generate a single frame.  
 
The nature of the 3D rendering processing made it well-matched to a highly parallel distributed 
memory machine such as the Intel Paragon, while shared-memory vector machines such as the 
Cray were a better match for 2D preprocessing of the very large raw data sets. By assigning the 
Landsat, elevation, and seismic 2D processing to different machines, a pipeline could be created 
which allowed the three datasets to be processed in parallel while their output was sent to a 
fourth machine for rendering, with the latter’s output sent to a frame buffer or high-resolution 
workstation for display. 
  
In experiments carried out using Casa machines and connectivity available at about the mid-
point of the effort, a Cray C90 at SDSC and a Cray YMP at JPL were used for 2D processing, a 
512-processor Intel Delta (a precursor to the Paragon) at Caltech was used for 3D rendering, and 
a workstation at JPL was used to provide visualization control and display. Using the Express 
control software developed as part of the Casa effort, a user at the workstation could initiate the 
processing pipeline on the other machines, with a wireframe or other low-resolution rendering 
used to select a new orientation or fly-by for high resolution display. A visualization software 
program called Surveyor was developed by JPL as part of this effort to allow the workstation and 
Intel Delta to be used interactively for terrain rendering.  
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Because of the processing-intensive nature of the problem, the best results which could be ob-
tained from the above configuration involved a total latency of about 5 seconds to generate a 
single frame, with a corresponding frame rate of 0.2 frames/second for fly-by visualizations. The 
dominant component of this latency was the 2D processing on the Crays. The 3D processing was 
successfully parallelized on the Intel Delta through the replacement of a traditional ray-casting 
technique with a new ray identification approach. Although the Delta’s I/O limitation of 5 
Mbytes/second would have been an impediment to further speedups, it proved sufficient for 
these experiments due to the 2D processing bottleneck. 
  
While the goal of less than one-second total latency was not achieved with the machine comple-
ment used for the experiments, the resulting metacomputer nevertheless provided a major 
advance relative to previous capabilities in this area, with the techniques subsequently applied to 
a high-resolution visualization of the California Landers earthquake. More generally, this work is 
expected to have wide applicability to the scientific evaluation of very large distributed datasets 
produced by systems such as NASA’s Earth Observing System. 

4.6.3 General Support Tools  
In addition to the specific application area investigations discussed above, the testbed work also 
included the development of software tools to support general distributed applications. This ac-
tivity constituted an important part of the overall testbed effort, with the resulting tools providing 
ongoing utility to other projects.  

DOME  

Researchers at CMU in the Nectar testbed developed a system called DOME (Distributed Object 
Migration Environment) to perform dynamic load balancing and checkpointing in a distributed 
heterogeneous computing environment. Application programmers incorporate objects from the 
DOME object library into their High Performance FORTRAN or C++ programs using a single-
program-multiple-data (SPMD) execution model, with special DOME data object classes defined 
to ease the work of programming. As a measure of the latter, DOME programs are typically 
much shorter than those using PVM for achieving distributed execution.  
 
At runtime DOME distributes the program over the given set of machines and initiates execu-
tion, performing dynamic load balancing and checkpointing as the application proceeds. Time is 
divided into repeated cycles consisting of a work phase and a load balancing/checkpointing 
phase. Data on task execution times is collected on each machine during the work phase, and is 
then exchanged between neighbor machines during the balancing phase, with portions of DOME 
objects migrated to neighbors exhibiting better performance for a particular task. Checkpointing 
is accomplished in a machine-independent manner, so that a task can be restarted on a different 
machine architecture if necessary in the event of a machine or network failure. 
  
To evaluate the network overhead costs introduced by DOME in carrying out the load balancing 
and checkpointing, experiments were run using a particular application on a workstation cluster. 
For a phase interval resulting in good load balancing, the total volume of traffic exchanged by 
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the program increased 80%, with the traffic due to load balancing migration very bursty. Thus 
higher network data rates are required when using DOME to prevent the increased data ex-
changes from becoming a bottleneck and slowing overall execution. 

Express  
The Express effort in the Casa testbed had as its goal the development of a comprehensive soft-
ware system for supporting applications running in distributed heterogeneous environments. Its 
starting point was existing software which had evolved out of parallel processing research at Cal-
tech for supporting applications running on a single machine. Work during the testbed effort 
expanded on the original package to provide support for wide area metacomputing application 
algorithm design, code implementation and debugging, execution control, and performance 
analysis. 
  
Communication among machines was accomplished using a message passing model, with both 
TCP/IP and raw HIPPI transfers supported by Express. A unified computation model was used in 
which the set of machines were seen by applications programmers as a single machine with mul-
tiple processors. Runtime control was centralized in an Express software “console” module 
which was run on one of the machines used for the application. Load balancing was provided by 
pre-assigning tasks based on user-supplied data about individual machine processing power, or 
by running a special test mode to obtain the data for the pre-execution assignments.  
 
Express was implemented on all major machines used in Casa testbed application experiments: 
the Cray YMP, Cray C90, Intel Delta, Intel Paragon, TMC CM-5, and on selected workstations. 
In addition to its testbed use, the results of this work were incorporated into a new commercial 
version of Express for use by the general application community.  

DICE/DTM  

DICE, a Distributed Interactive Collaboration Environment, was developed by NCSA as part of 
their Blanca testbed work. It consists of a highly modular set of software objects which provide 
multiple-user control and data visualization for a simulation or other application running in a dis-
tributed environment. DICE separates the transmission of control and data streams as part of its 
communication management, applying the most appropriate handling to each stream, for exam-
ple minimum latency or maximum bandwidth.  
 
DTM, Data Transfer Mechanism, was developed by NCSA to provide a general communication 
environment for distributed heterogeneous applications. It uses a message-passing model consist-
ing of block data transfers and a simple handshaking protocol for flow control, with TCP used to 
provide transmission reliability. DTM provides a simplified API for application programmers, 
while at the same time optimizing application communications by managing multiple TCP 
streams through a single DTM user socket.  
 
Data transfers are optimized by DTM for the large data exchanges typical of high-end applica-
tions, and for the use of high speed networks. Messages are transferred directly in and out of 
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application buffers without additional buffering by DTM, minimizing latencies which would oth-
erwise be introduced due to copying activities. Data format conversions required between 
different machine architectures are handled directly by DTM, which contains special code to 
minimize conversion processing overhead. As noted in the section on Host I/O, this can be a sig-
nificant source of processing overhead if standard vendor code is used.  

BEE  

To provide a general distributed application monitoring capability, CMU researchers in the Nec-
tar testbed developed BEE (Basis for Distributed Event Environments). In large computationally 
intensive distributed environments, collecting and processing information about events can add 
large processing overheads to the program. BEE attacks this problem by removing event inter-
pretation from the monitored program and performing it instead on a different node, minimizing 
local event processing. In addition, BEE provides a uniform platform for three kinds of event 
analysis: runtime monitoring, runtime analysis, and post-mortem analysis. 
  
BEE allows event data to be collected in realtime from the different execution points of a distrib-
uted application and displayed using visualization techniques. Past events during the run can be 
included in the current visualization display, and more generally the visualization of a program’s 
execution can be browsed at past time points without losing current visualization information 
through the use of caching and synchronization mechanisms. 
 
A second version of BEE, called BEE++, was also created during the project. BEE++ is an ob-
ject-oriented framework which allows application programmers to customize BEE’s 
performance analysis tools. In addition, BEE++ allows users to dynamically control the monitor-
ing process during execution. 

HERMES  

The HERMES near-realtime data acquisition tool mentioned earlier in the discussion of the 
global climate modeling work was also applied by SDSC to general application support. It pro-
vides support for programs written in FORTRAN and C and is designed to minimize the 
processing overhead introduced to applications running in distributed heterogeneous environ-
ments. HERMES provides the needed program hooks and data transmission and collection 
mechanisms, and uses the AVS software system for visualization processing and display. A sec-
ond version of HERMES added functionality to allow interactive steering of distributed 
simulations and other features, and was demonstrated at Supercomputing 95.  
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5 Conclusion 

The Gigabit Testbed Initiative, by creating a new model for network research, has had a major 
impact on both education and industry. Bringing together network and application researchers, 
integrating the computer science and telecommunications communities, creating academia-
industry-government research teams, and leveraging government to obtain substantial contribu-
tions from industry, all part of a single, orchestrated project spanning the country, provided a 
new type of research collaboration not previously seen.  
 
The coupling of application and network technology research from project inception was a major 
step forward for both new technology development and applications progress. Having applica-
tions researchers involved from the start of the project allowed network researchers to obtain 
early feedback on their network designs from a user’s perspective, and allowed network per-
formance to be evaluated using actual user traffic. Similarly, application researchers could learn 
how the network impacts their application designs through early deployment of prototype soft-
ware. Perhaps most significantly, they could proceed to investigate networked application 
concepts without first waiting for the new networks to become commercially available.  
 
The coupling of computer network researchers, who have largely come from the field of com-
puter science, with the carrier telecommunications community provided another important 
dimension of integration. The development of computer communications networks and carrier-
operated networks have historically proceeded along two separate paths with relatively little 
cross-fertilization. The testbeds allowed the two communities to work together, allowing each to 
better appreciate the problems and solutions of the other.  
 
From a research perspective, the testbed initiative created close collaborations among investiga-
tors from academia, government research laboratories, and industrial research laboratories. In 
addition to participants from leading universities, national laboratories included Lawrence 
Berkeley Laboratory, Los Alamos National Laboratory, and JPL, and the NSF-sponsored Na-
tional Center for Supercomputer Applications, Pittsburgh Supercomputer Center, and San Diego 
Supercomputer Center, while industry research contributors included IBM Research, Bellcore, 
GTE Laboratories, AT&T Bell Laboratory, BellSouth Research, and MCNC.  
 
Another important dimension of the testbed model was its funding structure, in which govern-
ment funding was used to leverage significantly larger contributions by industry. A major 
industry contribution was made by the carriers in the form of SONET and other transmission fa-
cilities within each testbed at gigabit or near-gigabit rates. The value of this contribution cannot 
be overestimated, since not only were such services non-existent at the time, but they would have 
been unaffordable if they had existed under normal tariff conditions. By creating an opportunity 
for the carriers to learn about potential applications of high speed networks while at the same 
time benefiting from collaboration with the government-funded researchers in network technol-
ogy experiments, the carriers were, in turn, willing to provide new high speed wide-area 
experimental facilities.  
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The Initiative resulted in significant technology transfers to the commercial sector. As a direct 
result of their participation in the project, two of the researchers at Carnegie Mellon University 
founded a local area ATM switch startup company, FORE Systems. This was the first such local 
ATM company formed, and provided a major stimulus for the emergence of high speed local 
area networking products. Applications research in the testbeds also resulted in technology trans-
fers to industry -- examples are the DCABB software developed in the Nectar testbed for 
distributing large combinatorial problems over a network, which spawned a startup company to 
commercialize the technology for use in manufacturing, retail distribution and other industries, 
and the Express metacomputing control software developed in the Casa testbed, which was trans-
ferred to the marketplace.  
 
Other technology transfers involved the Hilda HIPPI measurement device, developed as part of 
the Vistanet effort by MCNC, and the HIPPI-SONET wide-area gateway developed by LANL 
for the Casa testbed. Both of these systems have been successfully commercialized by the private 
sector. In other cases, new high speed networking products were developed by industry in direct 
response to the needs of the testbeds, for example HIPPI fiber optic extenders and high speed 
user-side SONET equipment. Additionally, major technology transfers occurred through the mi-
gration of students who had worked in the testbeds to industry to implement their work in 
company products.  
 
On a larger scale, the testbeds directly led to the formation of three statewide high speed initia-
tives undertaken by carriers participating in the testbeds. The North Carolina Information 
Highway (NCIH) was formed by BellSouth and GTE as a result of their Vistanet testbed in-
volvement to provide a 622 Mbps ATM/SONET network throughout the state. Similarly, the 
NYNET experimental network was formed in New York state by NYNEX as a result of their 
Aurora testbed involvement, and the California Research and Education Network (CalREN) was 
created by Pacific Bell as a result of their Casa testbed participation. 

5.1 Testbed Results and Technology Trends  
While the testbed work spanned a five-year period, its experimental technology base was formed 
largely by the platform and component technologies available in the 1990-93 timeframe. More-
over, while the testbed final reports generally reflect platform processor capabilities available in 
1993 (for example, the first generations of the Alpha workstation processor and of the Paragon 
supercomputer), most testbed hardware prototypes were actually based on 1990 component tech-
nology. Prototypes which interfaced with vendor platforms also constrained platform upgrades of 
components such as workstation I/O buses, and so the latter were also representative of circa 
1990 technology.  
 
Some of the testbed results which are likely to be impacted by platform and transmission tech-
nology advances are discussed in the following paragraphs. 
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5.2 Host I/O  
Workstation-class platforms used in the testbeds did not support gigabit speeds, even with the 
hardware and software optimizations introduced by the testbed work. They were constrained 
primarily by their DRAM memory speed and I/O bus and interrupt architectures, but also by 
their processing speed when simultaneously handling protocol and application processing. 
Maximum achievable speeds were on the order of several hundred Mbps.  
 
For platform technology circa 1996, on the other hand, memory speed has improved by about a 
factor of five through the use of SDRAM, peak I/O bus speed has improved from about 500 
Mbps to 2 Gbps (64-bit PCI), and Alpha processor clock speed has increased from 133 MHz to 
500 MHz. Since the work by CMU predicted that a factor of four Alpha speed improvement 
would allow full TCP/IP use of a 622 Mbps ATM/ SONET link using only 25% of the processor, 
1966 workstation platforms should in fact support gigabit speeds in parallel with application 
execution. Further, the improvements in memory and I/O bus bandwidths could obviate the need 
to eliminate operating system copying and for some of the other optimizations required in the 
testbed platforms.  
 
MPP supercomputers used in the testbeds, while representing state-of-the-art machine architec-
tures, all had difficulty in making gigabit port speeds usable by applications. In some cases this 
was due to bottlenecks caused by operating system software not developed for high speed net-
work I/O, and in other cases was due to insufficient internal hardware interconnect bandwidth. 
While new-generation hardware and operating systems can be expected to alleviate these prob-
lems, a more difficult one may remain: how to distribute an application over a large set of 
internal MPP nodes so that data can be moved at high speeds between the application and the 
network. Some initial solutions to this problem were developed in the testbeds, but much remains 
to be learned.  

5.3 Striping  
Although striping was used for local area distribution over SONET in one of the testbeds, other 
high speed transmission technologies were available in the 1990-92 timeframe which allowed 
non-striped gigabit operation over local distances, in particular HIPPI and Glink. Additional 
commercial technologies have since evolved which provide 622 Mbps and higher speeds for 
both transmission and switching within the local area. Given also the advances in host platform 
and component hardware, striping would not appear to be necessary for local area networking at 
gigabit speeds.  
 
For wide-area transmission, the testbeds made use of the highest speed SONET equipment be-
coming available in 1990, which in most cases meant that striping over multiple 155 Mbps 
channels was required to achieve a 622 Mbps user rate. SONET has since become the dominant 
new carrier technology and equipment speeds have increased, but will the rate of this increase 
render striping unnecessary for future high speed end-users? There are at least three factors to 
consider in answering this question.  
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First, the high cost of wide-area carrier facilities slows the rate at which older equipment is re-
placed, making it likely that 155 Mbps or lower SONET user access rates will be around for a 
while. Second, while new SONET equipment can generally support synchronous 622 Mbps user 
access, overall user demand and cost considerations may result in continued deployment of 155 
Mbps or lower user access rates by carriers. Third, even if 622 Mbps user access is widely de-
ployed, applications such as high performance metacomputing might drive up the speeds some 
users need at a rate faster than that at which wide-area access rates increase.  
 
Another factor which may make striping attractive in the future is the use of optical wavelength 
division multiplexing (WDM) to exploit the inherent but largely still untapped bandwidth of op-
tical fiber, both in wide and local area environments. New WDM technology is being deployed 
by carriers which provides 16x2.5 Gbps channels in a single optically-amplified fiber with an 
aggregate bandwidth of 40 Gbps. Plans for WDM equipment which will provide 40x2.5 Gbps 
channels, for an aggregate bandwidth of 100 Gbps, have been announced.  
 
Whether striping will be necessary and/or desirable in a WDM environment depends in part on 
whether individual user requirements increase beyond that of a single WDM channel, on whether 
carriers deploy WDM facilities, and, in part, on which technology proves the most cost-effective 
for a given total rate. Given the additional hardware ports needed for a striping solution, the latter 
is more likely to be invoked in situations pushing the state-of-the-art of expensive high bit-rate 
hardware or to deal with legacy equipment.  

5.4 Switching  
Switches used in the testbeds were dominated by specialized hardware architectures, in contrast 
to lower speed software packet switches. ATM cell switches ranged from Batcher-Banyan to 
simple crossbar hardware architectures, and HIPPI switches also consisted of crossbar hardware. 
This hardware approach is now finding its way into high speed vendor router products for the 
Internet, with a combination of hardware switching and traditional software switching being in-
troduced to the marketplace.  
 
While the hardware advances discussed above for host I/O might also be applied to some switch 
processing functions, the short duration of ATM cells at gigabit speeds will likely require that 
hardware continue to play an important role for ATM, both in switching and in host I/O cell op-
erations. For PTM switching, this question may depend on whether trunk rates continue to rise 
through advances in TDM technology or will flatten out through use of multiple WDM channels, 
allowing continued processing advances to make software packet switching an economical alter-
native.  

5.5 Network Protocols and Algorithms  
While technology advances cannot change the speed of light, they have increased the choices 
that can be made in congestion control and quality-of-service protocols and algorithms. Testbed 
results predicted that about a factor of eight was required relative to 1990 processor technology 
to execute a simplified weighted fair queuing algorithm on a 622 Mbps ATM cell stream, and 
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1996 processor technology has roughly provided that increase. To the extent that more sophisti-
cated algorithms can help with this problem area, then, processing technology trends should have 
a positive impact.  
 
Transmission advances could also have an important impact here. The quality-of-service and 
congestion control problems would be simplified if bandwidth were plentiful and inexpensive, 
allowing resource contention to be reduced through larger bandwidth allocations. To date this 
has not occurred, but the future exploitation of optical fiber bandwidth could conceivably bring 
this situation about if user demand does not increase correspondingly – a big if, however, given 
the recent history of computer networking. 

5.6 Future Research Infrastructure 
Since the beginning of computing, the communications dimension has not been able to keep pace 
with the rest of the field. Among the barriers most often cited are costs of the technology and its 
deployment over large geographic areas, the regulated nature of the industry, and market forces 
for applications that could make use of it and sustain its advance. Moreover, most people find it 
difficult to invest their own time or resources in a new technology until it becomes sufficiently 
mature that they can try it out and visualize what they might do with it and when they might use 
it.  
 
A recent National Research Council report [1] includes a summary of the major advances in the 
computing and communications fields from the beginning of time-sharing through scalable par-
allel computing, just prior to when the gigabit testbeds described in this report were producing 
their early results. Using that report’s model, the gigabit testbeds would be characterized as being 
in the early conceptual and experimental development and application phase. The first technolo-
gies were emerging and people were attempting to understand what could be done with them, 
long before there was an understanding of what it would take to engineer and deploy the tech-
nologies on a national scale to enable new applications not yet conceived.  
 
The gigabit testbeds produced a demonstration of what could be done in a variety of application 
areas, and educated people in the research community, industrial sector, and government to pro-
vide a foundation for the next phase. Within the federal government, the testbed initiative was a 
stimulus for the following events:  
 

• The HPCCIT report on Information and Communication Futures identified high 
performance networking as a Strategic Focus.  

• The National Science and Technology Council, Committee on Computing and 
Communications held a two day workshop which produced a recommendation for 
major upgrades to networking among the HPC Centers to improve their effective-
ness, and to establish a multi-gigabit national scale testbed for pursuing more 
advanced networking and applications work.  
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• The first generation of scalable networking technologies emerged based on scalable 
computing technologies.  

• The DoD HPC Modernization program initiated a major upgrade in networking fa-
cilities for their HPC sites.  

• The Advanced Technology Demonstration gigabit testbed in the Washington DC 
area was implemented.  

• The defense and intelligence communities began to experiment with higher per-
formance networks and applications.  

• The NSF Metacenter and vBNS projects were initiated.  

• The all-optical networking technology program began to produce results with the 
potential for 1000x increases in transmission capacity.  

 
To initiate the next phase of gigabit research and build on the results of the testbeds, CNRI pro-
posed that the Government continue to fund research on gigabit networks using an integrated 
experimental national gigabit testbed involving multiple carriers, with gigabit backbone links 
provided by the carriers at no cost using secondary (i.e., backup) channels and switches and ac-
cess lines paid for by the Government and participating sites. However, costs for access lines 
proved to be excessive, and at the time the Government was also unable to justify the funding 
needed for a national gigabit network capability -- instead, several efforts were undertaken by the 
Government to provide lower speed networks. 
  
The role for a national gigabit network within the research community is clear. In the not too dis-
tant future, we expect the costs for accessing a national gigabit network on a continuing basis 
will be more affordable and the need for it will be more evident, particularly its potential for 
stimulating the exploration of new applications. The results of the initial testbed project have 
clearly had a major impact on breaking down the barriers to putting high performance network-
ing on the same kind of growth curve as high performance computing, thus enabling a new 
generation of national and global-scale high performance systems which integrate networking 
and computing.  
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